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R
hythmic gymnasts train for years to
create intricate swirls like the ones in
figure 1 without tangling their long

ribbons. But most able-bodied adults han-
dle objects of similar complexity every
day, often without even thinking. Walk-
ing with a cup of coffee without spilling
it may not seem like such a daunting
task, but just how we do it is far from 
understood. 

With average reaction times to visual
stimuli of around a quarter of a second,
our nervous systems are far too slow to
notice and compensate for each individ-
ual slosh of the hot liquid. Nor is it pos-
sible to perceive the coffee’s internal dy-
namics to anticipate the sloshes before they
happen: A cup of liquid has so many de-
grees of freedom that not even a super-
computer can model them all in real time.

The science of human movement
spans several disciplines—including psy-
chology, biology, neuroscience, computer
science, and engineering—and its practi-
tioners take many different approaches
to understanding our extraordinary dex-
terity in handling objects. One idea that’s
been pursued by a few groups is that we
overcome our nervous systems’ limita-
tions by learning tricks that exploit the
dynamical properties of our bodies and
the world around us. In the phase space
of a dynamical system—the multidimen-
sional space that describes the position
and velocity of each degree of freedom—
regions can be classified as either dynam-
ically stable or dynamically unstable, ac-
cording to whether perturbations decay
away or are amplified over time. As we
gain life experience, the theory goes, we
unconsciously learn to guide objects into
regions of stability to make them easier
to control.

That idea has met with some experi-
mental confirmation, but so far only for
periodic motions such as walking or
bouncing a ball. Now Dagmar Sternad of
Northeastern University in Boston, her

postdoc Salah Bazzi, and their colleagues
Neville Hogan and Julia Ebert have ap-
plied a different mathematical framework
that’s applicable to transient motions such
as moving an object from one point to an-
other. In an experiment designed to sim-
ulate a simplified cup of sloshing coffee,
they found that volunteer test subjects
did indeed learn to deal with perturba-
tions by maneuvering the system into a
stable region of phase space.1

Practice makes perfect
The human body itself, of course, is a
physical object, and the laws of physics
influence all our movements. When you
swing your arm at your side, its natural
oscillation frequency is a function of its

length and mass distribution, just as for
any other pendulum. Physics also con-
strains our active movements: When you
extend an arm while standing up, you
need to subtly adjust your whole posture
to keep from falling over.

That adjustment probably isn’t some-
thing you think about or even notice.
The higher brain has better things to do,
and it frees up resources for conscious
thought by relegating certain motor
processes to run in the background. Those
processes can be quite complicated:

Concepts from dynamical
systems help to elucidate
the subtle physics of how
we move.

Humans control complex objects by guiding them 
toward stability

AYAKOVLEV/ISTOCK/THINKSTOCK

FIGURE 1. THE LONG RIBBONS used in
rhythmic gymnastics are just one example
of the complex objects that humans, with
practice, can learn to control. 
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Walking, for instance, involves a highly
intricate sequence of coordinated move-
ments, but most adults have no trouble
walking while carrying on a conversation.
“In general,” says Sternad, “it’s a chal-
lenging open problem to understand the
interaction of the computational and
physical levels of the brain and body.”

As anyone who plays a sport or mu-
sical instrument has likely experienced,
one gets better at a physical task by prac-
ticing it. That improvement is often at-
tributed to muscle memory: the recording
of a sequence of movements to recall and
rerun later. Clearly, it’s not really that sim-
ple, because the exact movements can
vary, for example, based on sensory input.
A significant component of skill develop-
ment seems to be learning to take advan-
tage of a system’s physical properties.

One of the many tasks Sternad’s group
has previously studied is a version of the
game of bar skittles, in which players try
to knock over a target pin by throwing a
ball that’s tethered to a post.2 The ball’s
trajectory, and thus the player’s success,
is determined by the position and veloc-
ity at the instant the ball is released; a
continuum of positions and velocities cor-
respond to successful throws. As test sub-
jects practice, they get better at hitting the
target, but not because they can precisely
replicate a single position–velocity com-
bination. Rather, the experiments re-
vealed that they develop a throwing tech-
nique that gives them a tolerance for error:
If the ball is released slightly early or late,
it still hits the target.

In another prior study, subjects were
instructed to bounce a ball rhythmically
on a racket and keep the bounces as close
as possible to a constant height.3 In the
steady-state solution, the racket moves
up and down in an approximately sinu-
soidal trajectory with the same period as
the ball’s flight. From the perspective of
dynamic stability, it’s ideal to hit the ball
on the upward-decelerating portion of
the racket trajectory: If one swing of the
racket is inadvertently a little too strong,
the ball flies a little too high and takes
longer than usual to return to the racket.
On the next swing, therefore, the racket
strikes the ball slightly later—and with
less speed—than usual, and the bounces
gradually return to the desired height.
Conversely, hitting the ball on the up-
ward-accelerating portion of the swing
means that perturbations are amplified
over time. 

Subjects practicing ball bouncing do
tend to home in on the stable decelerating
regime, the researchers found, but it’s not
at all obvious that they would. An alter-
native theory of human movement, which
postulates that we seek to minimize the
energy we expend, predicts a different
behavior: striking the ball at the moment
of greatest upward racket velocity. In-
deed, novice ball bouncers often take
that approach. But because the solution
is not dynamically stable, they need to
constantly monitor the bounce height
and readjust their swing at every step.
For more practiced ball bouncers, reduc-
ing mental effort by exploiting dynamic
stability wins out over reducing physical
effort by striking the ball efficiently.

Contraction theory
Stability analysis in the ball-bouncing ex-
periment involves first finding a periodic
trajectory—the ball bouncing repeatedly
to the desired height—and then looking
at the behavior of perturbations about
that trajectory. Several methods exist for
evaluating stability with respect to a pe-
riodic orbit or fixed point in phase space.
Most human movements, however, are
not periodic.

To extend stability analysis to tran-
sient movements, Sternad and col-
leagues turned to contraction theory, laid
out 20 years ago by Winfried Lohmiller
and Jean-Jacques Slotine at MIT.4 Rather
than looking at perturbations about a ref-
erence trajectory, contraction theory con-
siders pairs of closely spaced trajectories

in phase space and how the distance be-
tween them evolves in time. A region of
phase space is deemed stable if the tra-
jectories in it converge exponentially. Al-
though the theory is similar in essence to
the widely used Lyaponov theory, it dif-
fers in one important respect. Lyaponov
exponents are defined in the limit of 
infinitely long time series. Contraction
theory, on the other hand, involves only
calculations on finite time scales—a con-
siderable advantage in the analysis of
human movements.

As an experimental test system, Ster-
nad and colleagues chose a shallow bowl
containing a ball, whose motion resem-
bles (but is much simpler than) the slosh-
ing of coffee in a cup. Human volunteers
were tasked with moving the bowl along
a straight-line track as quickly as possi-
ble without losing the ball. Rather than a
physical bowl and ball, the researchers
used a virtual environment, shown in
figure 2, so they could better record and
manipulate the system’s dynamics. The
robotic arm controlled the motion of the
bowl, whose position was projected on a
screen. The arm was programmed to
provide haptic feedback: Subjects felt the
same forces as they’d experience if they
were actually moving the bowl with the
rolling ball inside. In some trials, the re-
searchers added a perturbative force:
Halfway along the track was a bump,
visible on the screen, that jerked the bowl
either forward or backward.

The ball-in-bowl system is fully char-
acterized by just a few variables—the 

FIGURE 2. DAGMAR STERNAD (left) and Salah Bazzi demonstrate their experiment for
using contraction analysis to understand human movement strategies. The robotic arm held
by Bazzi controls the position of the bowl on the screen; the ball rolls freely inside the bowl.
Test subjects must learn how to move the bowl quickly while overcoming perturbing forces
and without losing the ball.
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position and velocity for each of the two
degrees of freedom—so its phase space
is relatively easy to grapple with. Con-
traction analysis revealed a major region
of stability, in which the ball is posi-
tioned on the back half of the bowl and
rolling forward. With practice, subjects
improved both their speed and success
rate at completing the task. And they did
it by learning to manipulate the system
into the stable region of phase space
right before the bowl hit the bump. 

Although more experiments are

needed to see just how broadly applica-
ble the idea is to other transient move-
ments, the results could have significant
implications for robotics. With the right
design and programming, robots can
mimic many of the movements of hu-
mans and other animals (see the article
by Simon Sponberg, PHYSICS TODAY, Sep-
tember 2017, page 34). But they still fall
far short of humans in their ability to
pick up and use tools, open doors, and
otherwise meaningfully interact with the
physical world—even though their reac-

tion times are orders of magnitude faster
than ours. Understanding the secrets of
human movements could be the key to
more dexterous robots.

Johanna Miller
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W
hen they are burned, diesel,
kerosene, firewood, and other car-
bonaceous fuels produce black and

brown carbon particles known as soot.
Humans have used soot as a pigment
since prehistoric times and still use it 
in tires, inks, and plastics. But soot gen-
erally is not humanity’s friend. Unregu-
lated coal-burning led to soot-blackened
buildings, like Edinburgh’s St Giles’
Cathedral in figure 1. Airborne soot par-
ticles absorb solar energy and act as 
condensation nuclei for cloud droplets;
soot is also a pollutant that can lead to
lung cancer and respiratory diseases. To
help engineers design combustion sys-
tems that produce less black carbon, 
researchers have long wanted to better
understand the process by which soot
forms.

On Earth, no natural processes be-
sides combustion produce soot. In inter-
stellar space, similar high-temperature
conditions may produce similar carbona-
ceous dust (see the article by Alessandra
Candian, Junfeng Zhen, and Alexander
G. G. M. Tielens on page 38). During
combustion, gas-phase fuels and volatile
components of solid- and liquid-phase
fuels react with oxygen and produce a
flame. Complex hydrocarbon fuel mole-
cules break down and react to form
gaseous molecules that are the precur-
sors to soot. The gaseous soot precursors
take the form of planar, fused-together
hexagonal and pentagonal hydrocarbon
rings. As newly formed soot particles

evolve during combustion, they grow
into a layered structure that resembles
graphite. But how the precursors can
stick together to make large soot parti-
cles has remained a mystery.

The reactions that turn gaseous fuel
molecules into that layered structure are
difficult to measure and extremely rapid.
Most measurement techniques alter the
conditions under which the reactions
proceed, and current models cannot ac-
count for the speed at which the reac-
tions occur.

Now Hope Michelsen, Olof Johans-

son, and colleagues at Sandia National
Laboratories, Lawrence Berkeley National
Laboratory, and the University of Cali-
fornia, Berkeley, have made detailed
measurements of molecules in the flames
produced by burning different fuels and
have identified a chemical pathway of

Gaseous hydrocarbons may
cluster into sooty particles
through a chain reaction.

Soot formation: A new mechanism for an old problem

FIGURE 1. ST GILES’ CATHEDRAL IN 
EDINBURGH. Unregulated coal burning 
from the Industrial Revolution up to the 1950s
led to many soot-blackened buildings in the
UK. (Photograph by Rachelle Burnside/
Shutterstock.com.)




