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When computers capable of working
at the exascale level (1018 floating-
point calculations per second) come

on line, they will be brought to bear on
figuring out how another, quite different
computer, the human brain, works. With
that goal in mind, Energy secretary
Ernest Moniz and National Institutes of
Health director Francis Collins are ex-
ploring how to bring the Department of
Energy, which houses the nation’s lead-
ing supercomputers, into the presiden-
tial initiative known as BRAIN (Brain
 Research through Advancing Innovative
Neurotechnologies; see PHYSICS TODAY,
December 2013, page 20).

The brain is just one area of biomed-
ical research that could benefit from the
computational and physical sciences ex-
pertise at DOE and its national laborato-
ries. In December Moniz asked his Sec-
retary of Energy Advisory Board (SEAB)
to look for ways to increase DOE’s con-
tribution to biomedical sciences. A SEAB
task force, cochaired by former NIH and
National Cancer Institute (NCI) director
Harold Varmus and former DOE under-
secretary Steven Koonin, will report to
him in September.

The BRAIN Initiative will require ad-
vances across several scientific fields.
“We need better ways of detecting and
recording neural signals,” says Roderic
Pettigrew, director of NIH’s National
 Institute of Biomedical Imaging and
 Bioengineering. “Then we need analyti-
cal tools to interpret those signals. We
need ways of deciphering meaningful
signals from noise, an area DOE scien-
tists are accustomed to dealing with.”

Another area of focus is the model-
ing of what goes on in the brain, re-
solved in three dimensions and in 
time. “People often don’t think of the
time domain of medical data,” notes
Pettigrew, the designated liaison to DOE.
“But life is temporal, and biological 
dimensions change in the time domain.

Proteins fold and unfold, protein re -
ceptors go from inactive to active state.”

In October representatives from the
two agencies held a jointly sponsored
BRAIN workshop at Argonne National
Laboratory that coincided with a major
neuroscience conference in nearby
Chicago. Reports from those discussions
were delivered to Moniz and Collins but
haven’t been made public.

“There is a lot of opportunity and a
lot of need in the neuroscience commu-
nity to benefit from the tools and the
 organization of the labs to do this kind 
of big project,” Moniz told reporters in
November, days before issuing his
charge to SEAB.

Dimitri Kusnezov, chief scientist for
DOE’s National Nuclear Security Ad-
ministration, is involved in discussions
with NIH. “The question we’re asking
ourselves is, Are there real wins in push-
ing diagnostics—for example, in a multi -
mode analysis—or is the community
geared to move forward at the same pace
anyway?” he says. “Can we accelerate
things in a significant way or not? We
don’t have the answer yet.” 

Biomedical research has long bene-
fited from DOE assets. Life-sciences
 researchers represent the single largest

sector of users (about 40%) at the DOE
national laboratories’ x-ray light sources,
half of whom are supported by NIH.
And initial  genome- sequencing work at
Los Alamos National Laboratory begat
the NIH-led Human Genome Project.

The  nanoscale- science research cen-
ters operated by the national labs and
other groups have been developing sen-
sors that can read nanoparticles. “It’s
conceivable that nanoparticles with cer-
tain characteristics can be embedded in a
living system like a brain,” says Steve
Binkley, associate director for advanced
scientific computing research in DOE’s
Office of Science. “And one could then
also conceive of reading the signals com-
ing out of them. The holy grail is to get
real-time mapping of signals that exist in
neurons as a function of time to certain
stimuli,” he says. Such mapping has
been done with mice, but scientists used
invasive probes not suitable for research
on humans.

Imaging is another DOE strength that
will be useful to BRAIN, Binkley says.
The labs have expertise using UV, x rays,
IR, coherent light sources, and lasers for
imaging. “It’s often not obvious at the
outset how one puts all those things to-
gether to image a certain type of thing.

A HIGHLY AUTOMATED, ROBOTIC X-RAY CRYSTALLOGRAPHY SYSTEM at SLAC’s Linac
Coherent Light Source x-ray laser. The metal drum at the lower left contains liquid nitrogen
for cooling crystallized samples. This setup was used to explore the molecular machinery
 involved in brain signaling in atomic-scale detail.
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Cancer, brain research, and supercomputing
By contributing to health
research, the Department of
Energy could transform its
approach to designing the
next generation of high-
 performance computers.



I’ve come across people in the lab system
who are really good at knitting together
the right pieces to be able to image a par-
ticular thing,” he says. “Very often the
physical processes underlying a given
phenomenon are elucidated by being
able to image them.”

Computing and cancer
One focus area of increased DOE–NIH
collaboration already under way is high-
 performance computing at the NCI, says
Kusnezov. “We started talking to the NCI
to understand if computing opens the
door for opportunities in their agency
that simply wouldn’t happen [other-
wise]. Because the expertise is largely
resident at DOE labs.”

Achieving exascale computing—
expected in the early 2020s—will entail
 developing components that could
prove useful by themselves, such as 
100- teraflop desktop systems powered
from a standard 15-amp wall socket, says
Kusnezov. “You could have a teraflop
chip that is wearable. With that amount
of computing you could think about
sticking a 100- teraflop system under an
intensive care unit bed to do some
 machine learning and data analytics,” he
says. That would be a boon to the presi-
dential Precision Medicine Initiative,
which seeks to develop therapies tai-
lored to the individual.

Performing detailed calculations on
individual molecules is one area in
which high- performance computing
contributes to medical science today,
says Binkley. “A lot of the properties in
biological systems that are of interest

trace back to molecules that are involved
in cells. Any time you make an advance
in the ability to calculate molecular prop-
erties, especially large molecules, it has
impacts on biological science.”

High- performance computation also
accelerates the analysis of the large data
sets that are produced from genomic
studies. “It allows a more systematic ap-
proach to understanding how individual
genes play in the functionality of organ-
isms,” says Binkley. The ability to deduce
the function of a protein from its gene
 sequence is the ultimate goal, he says.
“That’s something we’ve dreamed about
and we’re not there yet. But eventually,
as computer power goes up, we’re hop-
ing to make progress in that area.”

In a pilot interaction, DOE’s computa-
tional expertise is being applied to an
NCI effort to improve our understand-
ing of mutations in a family of genes that

drive more than 30% of all cancers, in-
cluding 95% of pancreatic cancers. Those
so-called Ras genes encode for signaling
proteins that bind to cell membranes in
particular ways. Under a 2003 initiative,
the NCI has been exploring innovative
ways to attack mutant forms of the Ras
proteins and ultimately to develop new
therapies for the cancers they cause.

X-ray crystallography, cryoelectron
microscopy, and other imaging tech-
niques have generated vast amounts of
physical, chemical, and biological infor-
mation on Ras and Ras variants. “The
idea is to take the Ras molecule and var-
ious Ras mutations and start to tease
them apart from a physical and chemical
characterization standpoint,” says War-
ren Kibbe, director of the NCI’s Center
for Biomedical Informatics and Informa-
tion Technology. Then it may be possible
to understand how a given mutation
 affects the interaction of Ras with the
membrane. “Rather than having to gen-
erate all this data from every single mo-
lecular change, is there a way to start
doing simulations that allow us to either
augment or replace some of these vari-
ous, very tedious experimental meth-
ods?” Kibbe asks.

Molecular dynamics, density func-
tional theory, and other tools used by
DOE computational scientists to pro-
duce simulations of materials systems
are directly relevant to the Ras Initiative,
Kibbe says. The physical characteriza-
tion data sets that the NCI has already
generated on different Ras variants can
be used in refining new simulations that
DOE develops.

STRUCTURE OF THE HRAS PROTEIN.
 Mutations in the genes that encode for Ras
proteins cause about 30% of cancers.
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Potentially transformative
The NCI’s supercomputing infrastruc-
ture is dwarfed by DOE’s, Kibbe says.
Rather than trying to duplicate the kind
of computing resources that DOE has,
the NCI wants to “help inform the next
generation of supercomputers at the
 national labs so they are appropriate for
biomedical research.” Currently the NCI
has access to computers that can either
handle large amounts of data or focus on
computation. What it needs today are
machines that do both, Kibbe says.

The collaboration, which Kusnezov
says must be mutually beneficial to
work, will be “potentially transforma-
tive” for DOE. “We see an opportunity to
put  machine- learning chips and big- data
analytic chips together with the [central
processing unit], and have them work
 together,” he says. “Traditionally when
we’ve designed the next-generation
 architectures, it’s been toward a more
traditional view of high- performance
computing: solving partial differential
equations, evolving things in time, doing
some large Monte Carlo [simulations].”

The NCI’s wealth of data could help
DOE address the challenge of validating
some of the tools that are developed for
the new computing architectures across
many length scales, says Kusnezov. “We
run a simulation and compare it to data.
But we don’t do it dynamically. The ques-
tion is, If we had machine learning that
was tuned to dynamic streams of data,
could we run it in parallel in our large
simulations to try to dynamically vali-
date our codes across length scales in
real time?”

David Kramer

As representatives from 195 nations
descended on Paris in December and
concluded a landmark agreement to

curb climate change, government lead-
ers and billionaires from around the
world announced separate initiatives to
accelerate the development and deploy-
ment of new clean energy technologies.
The heads of 20 nations pledged to dou-
ble their countries’ funding for energy
R&D over five years, and 27 billionaires,
including Virgin Group founder Richard
Branson, Alibaba chairman Jack Ma, and
Amazon CEO Jeff Bezos, joined forces 
to form the Breakthrough Energy Coali-
tion and promised to invest their re-
sources to commercialize fledgling en-
ergy technologies.

No dollar amount was specified for
the public or private efforts, but the
countries’ pledges reportedly would in-
crease R&D spending by $8 billion annu-
ally over five years, with $4 billion of that
to come from the US. In a November
 interview in the Atlantic, Microsoft
founder Bill Gates, who organized the
Breakthrough Energy Coalition, said he
has committed $2 billion of his fortune to
clean energy R&D. The University of
California, the sole institution to join in
the billionaires’ pledge, committed
$1 billion over five years to the coalition. 

Although the amount promised by
the other billionaires is unspecified,

David Keith, a Harvard University pro-
fessor and energy adviser to Gates, says
that collectively their pledge is on the
same order as Gates’s individual com-
mitment. Some of them will use their
own individual funds to invest in the
new energy startups, and others will con-
tribute to a collective investment fund.

According to the Breakthrough En-
ergy Coalition’s website, “The existing
system of basic research, clean energy 
investment, regulatory frameworks, and
subsidies fails to sufficiently mobilize 
investment in truly transformative en-

ergy solutions for the future. We can’t
wait for the system to change through
normal cycles.” The coalition said that
over the next year it will develop effec-
tive and creative mechanisms to analyze
potential investments coming out of 
the research pipeline, create investment
vehicles, and expand the number of 
investors. 

Keith points out that “in the last
decade and a half, there has been a huge
increase in the deployment of renew-
ables, but there really has been no in-
crease in scalable new technologies.” Al-

FRENCH FOREIGN MINISTER LAURENT FABIUS holds the gavel he used to close December’s
climate change conference in Le Bourget, France. With him are United Nations secretary
general Ban Ki-moon (left) and French president François Hollande (right).
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Billionaires join governments to fight climate change
Public and private initiatives
aim to bring innovative
clean energy technologies
to market. 


