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(December 1970, pages 32–35)

Thirty five years or so ago, meteorolo-
gists practiced a descriptive science; they
looked at weather maps and moved
“highs” and “lows” around without un-
derstanding much of what they were
doing. But now, meteorology having be-
come a physical science, a discussion of
the applications of physics to atmos-
pheric problems includes most of mete-
orology. I shall not attempt here to pre -
sent a complete catalog of the applications
of physics to atmospheric studies. I shall
limit myself to indicating the uses of 
hydrodynamics and thermodynamics,
both needed in such basic problems as
weather forecasting and explaining the
general circulation. Some kinds of prob-
lems have been satisfactorily solved, and
others need much additional work.

Variables and equations
If we ignore, for the moment, changes in
atmospheric composition, the four basic
variables are pressure p, temperature T,
density ρ, and the three-dimensional
wind velocity V. Four equations relate
these variables:

p = RρT  (1)
cp dT/dt − 1/ρ dp/dt = C + I (2)

∇ · ρV + ∂ρ/∂t = 0              (3)
dV/dt = 2V × ω + g − 1/ρ∇p + Fr (4)

These equations were first written in
1904 by Wilhelm Bjerknes,1 in much the
same form as we now use them. Equa-

tion 1 is the question of state for dry air,
in which R is the gas constant. In equa-
tion 2, a statement of the first law of ther-
modynamics, cp is heat capacity at con-
stant pressure, C the rate of energy
addition by “eddy” conduction, and I
the rate of energy addition by radiation.
Equation 3 is the equation of continuity,
which states, for our purposes, that ver-
tical shrinking is accompanied by in-
crease in density; the first term is the hor-
izontal divergence and the second term
the vertical divergence. Equation 4 is
Newton’s second law for a rotating body,
in which ω is the rate-of-rotation vector
of Earth, g is the force of gravity per unit
mass, and Fr is “eddy” friction. We have
here omitted molecular conduction and
molecular friction, because these terms
are usually small compared to the corre-
sponding “eddy” terms.

Although constant-composition
models of the atmosphere can solve
some useful problems (for example,
forecasting wind fields in the middle lat-
itudes for 24–48 hours), the composition
of the real atmosphere varies, affecting
the equations. Many mathematical mod-
els of atmospheric systems contain addi-
tional variables, permitting composition
to change. We denote all these variables
by qi, the mass fraction of the ith con-
stituent, and we write a conservation
equation

(5)

for each qi. Si measures all sources and
sinks of qi, and Di measures the gain or
loss by eddy diffusion. We have neg-
lected molecular diffusion.

Water vapor is the most important
composition variable. (Assumption of a
dry atmosphere makes prediction of rain
very difficult!) If water vapor is taken
into account, qi is the specific humidity,
and equations 1 and 2 change. The effect
on equation 1 is simply a minor correc-
tion to the ideal-gas law, but the effect on
equation 2 can be profound: First, water
vapor can condense, adding heat to the
air; second, water vapor affects the radia-
tive fluxes, in both the visible and the in-
frared regions, changing I significantly.

Even if water vapor is included as
a variable, we have not properly pre-
dicted clouds. We still need to include
other qi’s to describe the liquid water in
the air, and perhaps even separate equa-
tions to describe the behavior of differ-
ent-size drops. Clouds have, thus far, not
been properly described in large-scale
mathematical models of the atmosphere.
In addition to water vapor, other qi’s may
become important for special problems.
If, for example, we are to model the strat-
osphere, the concentration of ozone
must be permitted to vary and affect the
radiation-energy term in equation 2.

dqi

dt
= +S Di i

Analyzing
atmospheric behavior
Most meteorologists are really physicists in disguise. 

They use thermodynamics and hydrodynamics to 

understand snow squalls in Buffalo and typhoons in Japan.
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Editor’s note: Physics is an integral part of atmospheric science,
whether one deals with forensic investigations (as in the article
on page 32), local meteorology, climate change, or other planets’
atmospheres. Forty-four years ago, Hans Panofsky made the case
that most meteorologists are really physicists in disguise.
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We have all heard talk of how in-
dustry will inflict doom on civilization
by changing the climate.2–4 This doom
will be caused either by putting too
many particles into the atmosphere,
which will reflect too much light and
cause all the oceans and land to freeze
from pole to pole, or by putting too much
carbon dioxide into the atmosphere, thus
warming it, melting the polar caps, and
covering Earth with 300 feet of water.

Neither the concentration of parti-
cles nor of carbon dioxide is normally in-
cluded in the meteorological equation.
These variables clearly affect terms in the
original equations. Treating particles is
particularly difficult, because we don’t
know much about their optical proper-
ties—do they reflect or absorb light?

Problems of scale
The atmosphere contains motions on all
scales, from millimeters to thousands of
kilometers. The same equations apply to
problems on all these scales, from small
convective clouds to the global circula-
tion; we can neglect different terms for
each case. For large systems, vertical ve-
locities are relatively small, and vertical
acceleration can always be neglected,
compared to gravitational acceleration,
in equation 4. Consistent with this ap-
proximation, the horizontal velocity di-
vergence is often near zero. For very
small-scale motions with time scales
much less than a day, such as small ed-

dies and clouds, Earth’s rotation can be
neglected. Middle-size or “mesoscale”
motions, such as lake storms, where no
important simplifications are possible,
are the most difficult motions to handle.
And weather forecasts over a 3- to 12-hour
period are the hardest to make, because
mesoscale motions are involved; we can
make simplifications for predictions
over longer periods.

For any problem, we prescribe an
initial field of motion, an initial temper-
ature, and perhaps other variables on a
particular scale; motions on all smaller
scales are smoothed out. We take data
from this smoothed field (usually at
equally spaced grid points) and inte-
grate the basic equations numerically.

We cannot, however, ignore the
smaller-scale motions or eddies. Because
the equations are nonlinear, these mo-
tions can interact with the main motion.
Physically speaking, small-scale motion
can affect larger-scale fields by mixing.
Heat is carried from the warm to the cold
air by the eddies. This is the reason for
the C term in equation 2. The eddies also
remove momentum from the atmos-
phere during mixing; this momentum
transfer is included in the eddy-friction
term of equation 4. And the mixing of air
that is rich in qi with air that is poor in qi
will probably result in transport of qi;
this transport is represented by D in
equation 5.

These eddy terms C, Fr, and D can
be very tricky. They must either be spec-

ified a priori or related to other variables
in the problem. The latter approach has
been fairly successful close to the
ground, but is quite difficult elsewhere,
and eddy terms are sometimes omitted
entirely above the lowest kilometer or so.

Solutions
Before we had large electronic comput-
ers we generally used perturbation
methods to linearize the equations. First,
a simple, steady mean field of wind,
temperature, and humidity was as-
sumed, and then small perturbations
were superimposed. The perturbation
properties were then investigated with
the aid of the equations.

The results were wave equations,
which determined the complex wave
speed of the perturbations. If the wave
velocities had positive imaginary parts,
the wave would have exponential ampli-
fication factors and therefore be unsta-
ble. The amplification factors were func-
tions of the perturbation wavelengths;
for certain wavelengths, the factors were
a maximum, and these waves were the
most unstable.

Perturbation studies (which are
still being done by some meteorologists5)
showed that two distinct types of in -
stability exist. The first type, associated
with horizontal distribution of wind and
temperature, produces disturbances
with horizontal dimensions of the order
of thousands of kilometers but with 
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US cloud cover, 9 Oct.
1970. Montage of 
satellite photographs
courtesy Vincent Oliver,
National Environmental
Satellite Center, 
National Oceanic and 
Atmospheric 
Administration.
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From the archives

Ocean–atmosphere model
Empirical studies suggest that the ocean
affects the atmosphere and vice versa.
Jerome Namias of the Extended Forecast
Department, National Oceanic and At-
mospheric Administration (NOAA), points
out that the ocean, once thermally dis-
turbed, retains its heat for a long time.
Then, once a seasonal change or air-mass
movement begins, the ocean can enhance
or inhibit storm development. Namias
tells, for example, of an area about five to
ten degrees north of Hawaii that appears
to be a very sensitive index to North Amer-
ican weather. A very warm pool existed
there during the summer and fall of 1968.
Extremely strong cyclones (low-pressure
disturbances) occurred there the follow-
ing winter, and developed an upper-level
trough. That winter was one of many aber-
rations in North American weather, includ-
ing record-breaking waves and mudslides
in California and extreme cold and snow in
the Pacific Northwest. Namias does not
believe the warm pool and subsequent
aberrations are unrelated.

Meteorologists have for years been
using mathematical models of the atmos-
phere to calculate climate variables. Now
Syukuro Manabe and Kirk Bryan of the
NOAA Geophysical Fluid Dynamics Labo-
ratory, Princeton, have developed the first
quantitative ocean–atmosphere model.
Their calculation1,2 reproduces many real-
istic climate features, even from rather ar-
bitrary initial conditions. Manabe stresses
that their model needs a great deal of ad-
ditional work before it is useful for predict-
ing weather or establishing quantitatively
the kind of relationships that Namias and
others have observed empirically.

The atmospheric model that Manabe
and Bryan use is similar to one developed
by Manabe, Joseph Smagorinsky, and
Robert Strickler; velocity, temperature,
water vapor, and surface pressure are cal-
culated at equally spaced (500 kilometers
apart) grid points and at nine vertical lev-
els. The ocean model is similar to that of
Bryan and M. Cox; the calculations are

done at five vertical levels and with grid
spacing like that of the atmospheric
model. This combined ocean–continent
distribution of the model is, of course,
highly simplified rather than closely anal -
ogous to real distribution (see figure
above).

To make their results easier to inter-
pret, Manabe and Bryan did their research
in stages.
‣ The atmospheric model is studied
without the effect of ocean circulation. At
this stage, the ocean is simply an infinite
moisture reservoir, with no heat capacity.
Equilibrium is reached by numerically in-
tegrating the model from isothermal ini-
tial conditions.
‣ The ocean model is studied without
feedback from the atmosphere. Surface-
temperature, wind-stress, and precipita-
tion distributions over the ocean are given
by the first stage of the study and are as-
sumed constant in time.
‣ The joint ocean–atmosphere model, in
which the two systems interact fully, is
studied. The average temperature of the
upper 50 meters of ocean is used to set

the lower-boundary temperature of the
atmosphere. The rate of heat, momentum,
and water supply that are computed for
the atmospheric model serve as the
upper-boundary condition for the ocean
model.

An interesting result of the calculation
is seen when the final state of the first
stage is compared with the final state of
the last stage. The comparison quantita-
tively demonstrates the effect of ocean
currents in temperature distribution, hu-
midity, and precipitation. The effect on
surface-temperature distribution is seen
in the figures below; at left is the first-
stage distribution and at right the final
stage. The area enclosed at the bottom
right of each figure is the area over the
ocean. Note the isotherms over the north-
ern part of the ocean; these have a north-
east–southwest trend in the righthand 
figure, as do real isotherms.
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Ocean–continent configuration of 
the Manabe–Bryan model. East–west
boundaries are meridians 120 deg
apart, and the atmosphere at these
boundaries is assumed cyclically 
symmetric. Northern and southern
boundaries are insulated walls.
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vertical dimensions of only the order of
kilometers. The second type, associated
with vertical wind and temperature gra-
dients, produces disturbances with hor-
izontal and vertical dimensions of about
one to three kilometers. Between these
rather widely separated systems of mo-
tion the atmosphere is relatively stable.
The kinetic energy of atmosphere circu-
lations, then, is not uniformly distrib-
uted over different scales but rather is
concentrated in horizontal dimensions
of either thousands of kilometers or a
few kilometers, with a gap between.

Mathematical models
The meteorological equations have been
used, in their general, nonlinear form, to
explain and forecast weather as well as
to evaluate changes produced, either de-
liberately or inadvertently, by human ac-
tivity. If we want to explain the character-
istics of atmospheric motions (why, for
example, there can be a snow squall in
Buffalo when it is clear in Niagara Falls),
then we use simplified data to establish
the initial conditions. 

The bottom boundary of the atmos-
phere can be treated in various ways; it
can be simple and fixed, or, for long-
period studies, it may change. If the
boundary is a land surface, we can as-
sume it will remain stationary through-
out the integration period. If the bound-
ary is the ocean, the atmosphere may
cause a change in its temperature, which
subsequently affects the atmosphere in
another place. In the last few years, mod-
els have been developed that treat at-
mosphere and ocean as a single system
(see box). After the initial boundary con-
ditions are specified, the atmosphere is
heated realistically by the Sun, and the
statistical characteristics of the resulting
motions are compared with the statistical
characteristics of the real atmosphere.

If we want to forecast the properties
of atmospheric systems, integration of
the equations must start from real obser-
vations. Adequate observations are at
present usually available only over lim-
ited regions, and rather artificial bound-
ary conditions must therefore be im-
posed. The effect of these conditions
gradually spreads into the volume that
we are interested in, and produces errors
in the forecast; even an infinitesimal
error in the original data causes instabil-
ities in the system, so that after about
two weeks we have only error.

To evaluate manmade changes in
weather and climate, we can use either
the first (simplified-data) or second
(real-data) method. Initial conditions are
altered to reflect the changes in atmos-
phere caused by pollution or by inten-
tional addition of contaminants. Using
the first method, we can study long-
period effects; so far, the integration has
been carried out over more than a year.

As we have noted, the second method
becomes useless after about two weeks.

Progress report
How successful have we been in apply-
ing the meteorological equations? We
have been most successful with large-
scale and very localized phenomena,
and we have somewhat less satisfactory
results for mesoscale systems.

Global circulations have been ex-
plained rather well. We now “under-
stand” the general circulation and general
characteristics of temperature distribu-
tions, as well as the statistical character-
istics of traveling cyclones, anticyclones
(high-pressure areas), and upper-air
waves that have wavelengths of the
order of 103 kilometers and larger; we
have made more progress here in the last
20 years than in any other area.

We also understand the general be-
havior of the water cycle, although clouds
have been assumed rather than produced
by the mathematical models. Some mod-
els, as we have noted, have even included
ocean circulation, and some ocean char-
acteristics, as yet unobserved because of
the slowness of the circulation, have been
inferred. But the effect on the climate and
circulation of pollution-induced changes
in composition has not yet been studied
and is of the highest priority. Useful ex-
periments require much more sophisti-
cated treatment of clouds and radiation
than has so far been possible.

All weather forecasting is now done
by application of the equations to large-
scale systems. We have been most suc-
cessful for 24- to 48-hour forecasts in the
middle latitudes; tropical forecasting is
less satisfactory. Our greatest improve-
ments have been for upper-air forecast-
ing, which we can do quite accurately 
except for predicting rain. A problem in
rain prediction is that we cannot yet 
consider water droplets of varying sizes
in our models, and that observation of 
precipitation is usually on a smaller 
scale than the scale we use for our 
forecasts.

Meteorologists are now cooperat-
ing in a worldwide effort to extend the
period of satisfactory large-scale fore-
casts to a week or longer by 1976; this is
the Global Atmospheric Research Pro-
gram (GARP). One part of this program
will be the collection of truly global
weather data, mainly with the aid of
satellites. (In limiting our discussion
here to hydrodynamics and thermody-
namics, I have omitted recent develop-
ments in meteorological measurement,
particularly from distant points. This
branch of meteorology has made great
progress in the last few years; with pres-
ent theories of infrared radiation we can
now estimate global temperature distri-
bution, at all levels, from weather satel-
lites.) In addition, intensive efforts to get

at the difficult terms in the meteorologi-
cal equations, both theoretically and
through field experiments, will be made.
Although we will still be limited to two
weeks for accurate weather predictions,
because of essentially irreducible minor
errors in initial conditions, we hope to
predict statistical properties of the
weather further into the future.

On the mesoscale, we have used the
equations to explain the development of
hurricanes and their dependence on
ocean temperature, and have made
models that test the influence of cloud
seeding on hurricane circulation. Our re-
sults here are controversial. Modifying
individual clouds has been quite suc-
cessful; we can predict accurately what
the result of seeding a given cloud will
be. But we don’t know what the real ef-
fect of such seeding is on a hurricane.
This is a problem that we hope to solve
in the next few years. Mesoscale predic-
tions have usually been less satisfactory
than large-scale predictions. A few types
of circulation, such as lake-effect storms,
sea breezes, and mountain waves, have
been explained by the equations.

Air pollution can be treated as a
mesoscale phenomenon. But here, the
winds are assumed known, and only the
conservation equation for the particular
pollutant is used; the effect of the pollu-
tant on the normal meteorological data
is not considered. The eddy term Di pro-
duces substantial difficulties even here.
In practice, we apply the conservation
equation only when integrated over vol-
umes, rather than at every point. The sta-
tistical distribution of the pollutant is 
assumed and its parameters found sta-
tistically. Accuracy of the estimates is
limited mostly by errors in specifying
the wind, which must be known on the
mesoscale, and local variations caused
by obstacles limit the accuracy. Uncer-
tainty in the meteorological effects is,
nevertheless, usually not an important
limitation in air-pollution control.

On the small scale, explanation and
prediction of the behavior of convective
clouds has been particularly successful
even though moisture must be dealt with
in a quite sophisticated manner. A unique
aspect of cloud study has been confirma-
tion of predicted cloud development
after seeding. On an even smaller scale,
mathematical models have explained the
statistical properties of eddies in the
near-surface layer of the atmosphere.
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