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Anew transatlantic network open-
ing in January is the first of nu-
merous high-speed interconti-

nental connections that will be needed
in the years ahead as scientific facilities
under construction around the world
begin generating enormous amounts of
information for analysis. 

The transatlantic extension of ESnet,
the US Department of Energy’s Energy
Sciences Network, is designed to bene-
fit data- intensive scientific collabora-
tions at US national laboratories and
universities. Its initial application will
be moving data from experiments at
CERN’s Large Hadron Collider (LHC),
which is set to resume operations in
April 2015. Brookhaven National Labo-
ratory and Fermilab will continue as the
primary computing centers for US col-
laborators in the LHC’s ATLAS and
CMS experiments.

The intercontinental network will
provide an aggregate capacity of 340 gi-
gabits per second by making more effi-
cient use of existing undersea cables.
That compares with the approximately
60-Gbps link that had been available up
to now. Apart from the LHC, the net-
work will later provide a two-way high-
way for the transoceanic flow of data
generated by scientific computing cen-
ters, synchrotrons, neutron sources,
and other science facilities.

Based at Lawrence Berkeley National
Laboratory, ESnet connects the DOE na-
tional laboratory system, providing data

transfer and access to remote scientific
facilities for tens of thousands of collab-
orating scientists. Founded in 1986, soon
after the advent of the internet, ESnet
completed an upgrade in 2012 and be-
came the world’s first  continental-scale
100-Gbps network.

Greg Bell, ESnet director, says that
the additional network capacity has
been leased for one- to three-year terms
on four existing undersea cables. A fifth,
backup cable will minimize the chances
of a complete network outage in the
event of a hurricane or other disaster.
It’s not unusual for several undersea
 cables to be cut or damaged at a given
time, usually by ship anchors. Repairs
at sea can take four weeks or longer.

Just last year six organizations (ESnet,
Internet2, and Canada’s CANARIE net-
works in North America and the
SURFnet, NORDUnet, and GÉANT
networks in Europe) deployed the
world’s first 100-Gbps transatlantic
 research link. ESnet installed its first
European network node at CERN in
mid- September. The plan is for all four
ESnet links (see figure below) to Europe
to be operating by next month.

Bell says the new transatlantic net-
work capacity will be sufficient for the
next three years or so. “I feel confident
this capacity will need to grow in the fu-
ture, though, because scientific data car-
ried by ESnet has been growing on a
steady exponential rate since the early
1990s. In fact, many research networks

are growing at about twice the rate of
the commercial internet” he says.

Until now, transatlantic connections
haven’t kept pace with the 10-fold in-
creases in data transmission rates that
have been achieved through new optical
and digital signal processing tech -
nologies. The higher performance is
achieved by upgrading the capacity of
data streams that travel separately and
simultaneously via 80 slightly different
frequencies of laser light along a single
optical fiber, a technology known as
dense wavelength division multiplexing.

An avalanche of data
Brookhaven physicist Michael Ernst,
who directs the central computer hub
for US collaborators on the ATLAS ex-
periment, says the data from the LHC
are time sensitive in part due to the
competition among researchers to be
first with discoveries. At 13 TeV, the up-
graded LHC will produce proton colli-
sions with nearly twice the energy of
those seen in the 2010–12 run. About
40 petabytes of raw data per year are ex-
pected, compared with the 20 petabytes
that were produced during the entire
three years of the previous run.

An added feature of the  higher-
speed intercontinental connection will
be more agile access to LHC data by US
researchers. Instead of the current sys-
tem’s hierarchical flow through the
 national labs to university researchers,
data can now be fetched more flexibly
and dynamically and at higher speeds
by all users, says Ernst. 

Elephants and mice
Elsewhere, national networks have been
collaborating for the past 18 months to
test high-speed undersea connections.
In September, Research and Education

Big data goes high-speed across
the Atlantic
The expansion of the Department of Energy’s high- bandwidth linkage is
a step toward a global network for the transfer of scientific information.
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The transatlantic extension of ESnet, the Department of Energy’s scientific network, involves four cables originating at different loca-
tions in Europe and the US. The internal ESnet backbone connects to the DOE national lab network. GÉANT, the European research and
education network that features internal data transmission speeds of up to 500 gigabits per second, connects the European nodes.
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issues and events

Advanced Network New Zealand an-
nounced the prototype deployment of
what it claimed to be the longest under-
sea 100-Gbps link, spanning 20 500 km
from New Zealand to California. The
group’s chief executive, Steve Cotter, is
a former director of ESnet.

Particle physics has been “at the ab-
solute forefront of pushing networking
technology and demonstrating to the
rest of the world what can be done if we
build fast networks between major fa-
cilities,” says Bell. Physics facilities in
Asia and telescopes in South America
will be major drivers of improved
transoceanic links, he says.

Every three days the Large Synoptic
Survey Telescope will cover the entire sky
visible from Chile and produce data that
cosmologists will need access to in a
timely fashion, says Ernst (see PHYSICS
TODAY, September 2012, page 22). Simi-
larly, the Square Kilometre Array in
Australia and southern Africa will
 generate data flows that will require
upgraded connections between those
continents. Both projects will require
data-transfer rates of the same order of
magnitude as the LHC, says Bell.

Similar network requirements will
come from the Daya Bay Reactor Neu-
trino Experiment in China and from the
upgraded Belle detector at Japan’s KEK,
beginning around 2016–17, Bell says.
“We think the Japanese  research net-
works have the primary  responsibility
for the data transfer across the Pacific,”
he says. ESnet will transfer that data to
Pacific Northwest National Laboratory
and then to research centers in the US
and Europe.

“I’m exposed to a lot of international
collaborations, and one thing they have
in common is a need for high-speed,
 really reliable, nearly flawless data
transport,” says Bell. Very large point
sources of data—what he calls ele-
phants—are very sensitive to flaws in
the network, whereas the “mice”—
everyday video flows, email, and Web
browsing—can tolerate networks that
occasionally drop packets.
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� Down to Earth
Will the coming El Niño 
save  California’s agriculture?
 Meteorology graduate students
Korey Carter and Kristy Carter
 discuss the prospects.

� Science and the Media
Media analyst Steven Corneliussen discusses the coverage
 received by Lockheed Martin’s startling announcement that it
had made significant progress toward a compact fusion reactor.

� Points of View
Elaina Vitale, assistant librarian at the Niels Bohr Library &
Archives, explains how books donated to the library help
historians trace the progress of physics.Prisoner of

 conscience to get
retrial in Iran

Omid Kokabee’s most recent
physics paper, published on the
arXiv eprint server last March,

lists his address as “Ward 350 of Evin
Prison, Tehran, Iran.” The University of

Texas at Austin graduate stu-
dent was detained in January
2011 on a trip home to visit
his family. This past October
Iran’s Supreme Court said it
will retry Kokabee.

Kokabee’s field is nuclear
physics, with a focus on laser
optics and photonics. In a let-
ter to a friend in early 2013,
Kokabee wrote that his im-
prisonment is a punishment
for refusing to work in Iran’s
security and military system. He had
been approached several times; even
after his incarceration, he was told he
could secure his release if he agreed to
work in a military lab. He refused.

Earlier this year Kokabee shared the
American Physical Society’s Andrei
Sak harov Prize for “his courage in re-
fusing to use his physics knowledge to
work on projects that he deemed harm-
ful to humanity, in the face of extreme
physical and psychological pressure.”
And in October the American Associa-
tion for the Advancement of Science
recognized him with its Award for Sci-
entific Freedom and Responsibility.  

In late October, the United Nations
Human Rights Council conducted a re-
view of Iran’s human rights record.
Timed for visibility in light of that review,
a letter signed by 31 Nobel laureates and
a petition signed by thousands of people
were delivered on 28 October to the Iran
UN mission in New York City by repre-

sentatives of Amnesty Inter-
national, the Committee of
Concerned Scientists, and
the International Campaign
for Human Rights in Iran
(ICHRI). Both documents
call for Kokabee to be freed.

Hadi Ghaemi, ICHRI ex-
ecutive director, notes that
Kokabee’s trial lasted “only 
a few minutes,” and neither
he nor his lawyer was al-
lowed to speak or defend

against the charges of a “relationship
with the hostile state of USA.” A “rela-
tionship” is understood to mean that
Kokabee is accused of spying. It’s not
true, says Ghaemi: The US is not hostile,
and Kokabee didn’t have a “relation-
ship.” (See the interview with Ghaemi 
at http://www.physicstoday.org in the
Daily Edition’s Singularities department.)

Kokabee’s health has deteriorated in
prison. He has heart, digestion, kidney,
and dental problems. The 32-year-old
has lost four teeth. “We are extremely
worried,” says Ghaemi. “He needs im-
mediate medical care.” 

Family, friends, colleagues, and hu -
man rights advocates hope the news of
a retrial for Kokabee signifies his immi-
nent release. Kokabee plans to return to
Austin to complete his PhD.

According to Ghaemi, some 10 000
Iranians are studying in the US, and
about 800 political prisoners are cur-
rently held in Iran. Toni Feder ■

Omid Kokabee

� The Dayside
In his blog, PHYSICS TODAY’s online editor Charles Day writes
about the relationship between the arXiv eprint server and
 journals, why Facebook should hire astronomers, the threat
of sea-level rise, and the doomsday scenario in the movie
 Interstellar.


