hire copyeditors and marketing con-
sultants. “It would be awesome if [the
book] pulls income,” he says, “but I just
want to see if [my pedagogy] works.”
He recently formed his own company to
help other authors navigate the self-
publishing process.

While in South Africa for the 2011
International Conference on Women in
Physics, graduate students Emma Ideal
and Rhiannon Meharchand learned
about a book of essays by prominent
women scientists in India and were
inspired to produce a similar book fea-
turing women scientists in the US.
When they approached Yale University
Press, however, the publisher didn't
warm to the idea, says Ideal, a student
at the university.

So the pair decided to try self-
publishing. This summer they finished
their book, Blazing the Trail: Essays by
Leading Women in Science, which features
35 essayists, most of them physicists.
Using funds donated by their graduate
physics departments, Ideal and Mehar-
chand—who attended Michigan State
University and is now a postdoc at Los

Alamos National Laboratory —send out
copies of their book to various science
departments, science associations, and
libraries. Although the writing and ed-
iting process took almost two years,
Meharchand says that with a traditional
publisher, the process would likely
have taken even longer and the essays
may have been subject to overediting.
“We had control of the speed of pro-
duction and control of the message,”
she says.

But Audra Wolfe, a former acquisi-
tions editor for Rutgers University Press
and now an independent publishing
consultant, sees only a limited role for
self-publishing in science. “An effective
use of self-publishing may be if you have
a fairly technical book—for example,
conference volumes—and you know
how to reach your target audience,” she
says. “Buthardly any [news publication]
will review a self-published book, and it
won’t get you tenure. As long as scholars
care about credentials, I think there will
be something resembling the traditional
publishing industry.”

Jermey N. A. Matthews

NNSA touts savings from

supercomputfing

Nuclear weaponeers look toward exascale computing, but major

breakthroughs in power consumption, handling of massive data sets,

and other areas are needed first.

capabilities are cutting as much as

$2 billion off the cost of refurbish-

ing and maintaining the US nuclear
weapons stockpile, say officials of the
National Nuclear Security Administra-
tion (NNSA). Now the weapons pro-
gram has set its sights on exascale com-
puting—three orders of magnitude
faster than the current state-of-the-art
petascale computers —by around 2020.
Increasingly powerful simulations
have contributed to decisions in recent
years to use recycled plutonium pits
instead of newly manufactured ones in
the life-extension programs for several
aging weapons systems. Those deci-
sions in turn led the NNSA to postpone
construction of a new pit production
plant at Los Alamos National Labora-
tory for at least five years. And simula-
tions recently helped officials deter-
mine that a “very expensive” proposed
warhead modification wasn't actually
needed to correct a problem in one
weapons system, says Donald Cook, the

| \)ecent advances in computational

www.physicstoday.org

NNSA’s deputy administrator for de-
fense programs.

Exascale computing will allow mod-
elers to simulate with a much finer de-
gree of granularity what happens with
weapons components, Cook says. “If
you look at the granularity of metals,
plastics, and polymers, the limitation
on computing now is that . .. you have
to make in the assumption that the ma-
terial behaves kind of uniformly down
below a certain size level.” Current sim-
ulations can’t account for grain bound-
aries in metals, he notes. “Yet if you look
at where cracks develop in metals they
always develop at the grain boundary.
If you look at where corrosion occurs,
it’s at a grain boundary. If you look at
the effect on materials of aging, you
gather a lot of chemical contaminants at
the grain boundary.”

Billion-dollar impacts

Dimitri Kusnezov, a senior adviser to
Energy secretary Ernest Moniz, told the
Secretary of Energy Advisory Board on
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issues and events

13 September that simulations per-
formed this year had helped determine
that the lifetime of a particular weapons
system is a decade longer than it was be-
lieved to bejust two years ago. Kusnezov
said that the simulations to produce the
finding were not available two years ago
and that the finding would save the
NNSA $2 billion. “Today we make deci-
sions with [billion-dollar] impacts that
we could not do just 2-3 years ago,” he
stated in his presentation. Cook says the
savings achieved with simulations have
already been incorporated in the NNSA’s _
budget request and outyear projections. 5N
“It’s not like there was a discovery and \\ . -

all of a sudden we knocked $2 billion off S v T
the cost of everything,” Cook says. \ Sequoia, an IBM Blue Gene/Q system at Lawrence Livermore National
Laboratory, was ranked third in the world in computing performance in June by

Pit reuse has been approved by the
NNSA for the refurbished W76, a war-
head carried by Trident missiles; for the
B-61 bomb; and for the proposed inte-
grated replacement for the W78 and
W88 warheads carried by Minuteman
land-based and Trident missiles. Fur-
ther savings would result if the NNSA
decides, as is likely, to reuse pits in life
extension of W80 warheads carried by
air-launched cruise missiles, Cook says.

Based on simulations and experi-
mental results, researchers at Lawrence
Livermore and Los Alamos National
Laboratories reported last year that pits
should function as designed for at least
150 years. That’s up from the 85-year
minimum pit life the two labs had esti-
mated in 2006.

Keeping cost growth down

But even with pit reuse, the estimated
cost of the B-61 life extension has soared
to $10 billion, according to a Depart-
ment of Defense assessment. That’s up
from the $4.5 billion estimated just two
years ago, before the NNSA and the
DOD decided to add more features to
the refurbished bomb. Senate appropri-
ators have balked at the increase; their
version of a fiscal year 2014 funding bill
would cut the NNSA request for the
B-61 program. Although House appro-
priators added to the B-61 request, they,
too, expressed concern over its high
cost and ordered the NNSA to better
justify the program. At press time, FY
2014 appropriations were unresolved.
Still, modeling helps prevent further
cost growth on the B-61 program, Cook
says. He points to two tests, carried out
by engineers at Sandia National Labora-
tories in August, of the pulsed Doppler
radar developed to replace the bomb’s
existing vacuum-tube version. Neither
the full set of data obtained in each test
nor Sandia’s decision that further tests
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~ the widely recognized Top 500 supercomputer sites listing (www.top500.0rg);

it achieved 17.17 petaflops. Consuming 7.8 MW and delivering 2 gigaflops/W,
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are not required would have been pos-
sible without modeling and simulation,
he says.

“Simulation is a great boon, but with-
out experiments, you wouldn’t know
what to trust in the codes,” says Cook.
“So it’s a combination where we're using
simulations to drive the kind of experi-
ments that we’re doing in order to
benchmark the simulation.”

Within the limits of reasonable
power consumption, which the NNSA
defines as 20 MW or less, there is no
obvious path to exascale computing,
Kusnezov told the Secretary of Energy
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Sequoia is also one of the most energy efficient of the top computers.
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Advisory Board. A 1-teraflop Intel mi-
croprocessor the size of a pack of gum—
equal in processing speed to the world’s
most powerful supercomputer in 1996 —
is expected to come on the market within
two years, he said. But an exascale ma-
chine would require 1 million of them.
New programming paradigms, new
methods for dealing with massive data
sets up to the yottabyte (10*-byte, or
trillion-terabyte) scale, and new pro-
gramming paradigms, said Kusnezov,
are among the challenges that will need
to be overcome.

David Kramer B

.

<« Enterprise

Besides building spacecraft and military aircraft,
Lockheed Martin is also developing methods to
use computation in the design of nanoscale
devices.
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