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Satellite altimetry quantifies the
alarming thinning of Arctic sea ice 
A dramatic 57% loss in the volume of perennial ice between
2004 and 2008 may have set the stage for ice-free summers
within the next 30 years.

The Arctic Ocean’s floating sea-ice
cover waxes and wanes with the 
seasons. The icecap grows in the fall
when the hours of sunlight shorten and
intense cold sets in. When long summer
days return, ice floes melt or are driven
by wind and ocean currents into the
North Atlantic Ocean. A quarter cen-
tury ago, the coverage ranged from
about 7 million to 16 million km2 be-
tween late summer and the following
March.

Since 1978, when satellites began
routinely monitoring the Arctic, the ex-
tent covered by perennial ice—that
which survives the summer melt—has
declined by close to 10% per decade, at
least until 2007. In September of that
year, the summer ice extent plummeted
to a record low 4.2 million km2, down
23% from a previous record low in 2005.
The perennial ice lost in those two years
alone covered an area almost twice the
size of Texas. (For a broader perspective
on changes in the Arctic, see reference 1
and the article by Josefino Comiso and
Claire Parkinson in PHYSICS TODAY, 
August 2004, page 38.)

The trend, no doubt, reflects the Arc-
tic’s response to the warming of Earth’s
climate. And the recent acceleration is

worrying. The Arctic is particularly sen-
sitive thanks to the ice albedo–ocean
feedback at work there. For example, a
drop in ice cover increases the absorp-
tion of solar radiation in the ocean,
warms the water, prolongs the melting,
and reduces the ice cover yet further. As
figure 1 shows, the impact of those
changes on the Arctic’s human inhabi-
tants can be severe.

For a richer, more quantitative pic-
ture of how the icecap responds to cli-
mate, more than areal details are
needed: Ice thickness controls the ex-
change of heat between ocean and at-
mosphere. Since the 1950s, submarine-
mounted upward-looking sonar has
provided data on ice draft, the sub-
merged portion (roughly 89%) of the ice
sheet. But those data are largely anec-
dotal, limited to one-dimensional tran-
sections under certain regions of Arctic
ice; some of the data even remains clas-
sified. What’s more, the speed of the ice
floes, which can reach 40 km/day,
makes it tricky to keep track of the 
dynamic Arctic. 

The sparse measurements kept re-
searchers heavily reliant on numerical
models. But those models have their
own limitations: Simulations alone 

Figure 1. A cabin along the Alaskan coastline has collapsed into the Beaufort Sea
because of coastal erosion. Warming sea temperatures, rising sea levels, exposure
to choppy waves, and the thawing of ice-rich bluffs have contributed to an increase
in the erosion rate—from 8.7 m/year between 1979 and 2002 up to about 
14 m/year between 2002 and 2007—along a stretch of that coastline.5
(Photo courtesy of Benjamin Jones, US Geological Survey.)
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cannot entirely clarify whether the de-
cline in ice extent and thickness is con-
trolled mainly by thermodynamics—
melting and freezing from radiative or
thermal flux—or by mechanical forc-
ing, such as changes in ice circulation
from wind and ocean stress.  

For basinwide estimates of ice thick-
ness, researchers had to wait until 2003,
when Seymour Laxon and colleagues
from University College London pub-
lished the first radar-altimetry data
taken from the European Space
Agency’s ERS-1 and ERS-2 satellites.2 In
January of that year, NASA launched its
own satellite, ICESat, also designed to
measure the thickness of polar ice
sheets. But aboard ICESat is a lidar sys-
tem whose 70-m laser footprint is an
order of magnitude finer than the earlier
radar and which operates at an orbital
inclination a few degrees higher than
that of the ERS satellites. The higher in-
clination allows it to read reflections
from an additional 2 million km2. 

Ronald Kwok (NASA’s Jet Propul-
sion Laboratory) and colleagues from
NASA and the University of Washing-
ton have now published what may be
the most accurate and comprehensive
set of maps yet of the entire Arctic basin,
based on 10 lidar surveys taken be-
tween 2003 and 2008.3 “The timing is
perfect,” comments Hajo Eicken (Uni-
versity of Alaska Fairbanks), “because it
captures a period in which the ice ex-
tent went through a three-decade min-
imum—what many of us expect is a
record minimum for the past century or
longer. Armed with details about the
jumps and spurts in the ice pack’s vol-
ume, mass, and heat capacity, theorists
can fine-tune their models.”

Archimedes’ principle
ICESat’s lidar system only senses radia-
tion scattered from surfaces. Fortu-
nately, it can distinguish to within 2 cm
height differences between the sea sur-
face and nearby ice floes. After measur-
ing that “freeboard” portion, assuming
hydrostatic equilibrium, and knowing
the densities of ice, snow, and seawater,
Kwok and company could calculate the
rest—how much ice must lie underwa-
ter. Accounting for the snow and its
drift atop the ice was more challenging.
Team members used precipitation rates
calculated from meteorological models
and found they could estimate the
likely snow cover well enough to derive
ice-thickness estimates that were con-
sistent with those from submarines and
fixed mooring sites below the surface.

Another complication is the hetero-
geneity of sea ice in the Arctic. As sea

ice ages, brine drains out of it. Older,
multiyear (MY) ice, that which has sur-
vived one or more melt seasons, is
much fresher than seasonal, first-year
(FY) ice. The loss of salinity—in effect,
the filling of brine drainage channels
with air bubbles—also makes old ice
more reflective than seasonal ice—at
least a third more reflective to solar ra-
diation, according to Eicken.   

That difference makes the ice
classes distinguishable by microwave
scattering experiments. To resolve
their thickness data into FY and MY
components, Kwok and company
processed their ICESat data in tandem
with scatterometry from another satel-

lite known as QuikSCAT. 
The results, outlined in figure 2, ex-

plain why the ice pack has become so
vulnerable to climatic variations. In gen-
eral, older ice is thicker than younger ice
and serves as an insulating buffer at the
end of a melt season. The years surveyed
by ICESat, though, have seen the ice
sheet thin by close to 0.7 m on average,
nearly all of it from the MY component.
Indeed, between 2004 and 2008, the win-
ter cover of MY ice shrank 42%, or 1.5
million km2. During the same period, the
volumetric MY-ice contribution thinned
by 57%—so much that FY ice became the
dominant type in 2008 for the first time
on record. On average, MY ice is thickest
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Figure 2. Sea ice can be
parsed by age into first-year
(FY) and multiyear (MY) com-
ponents. The thicker MY ice
supports a large thermal gra-
dient between warm ocean
and cold atmosphere. 
(a) Over the five-year span 
of ICESat’s 10 surveys of the
Arctic basin, the fall sea ice
thinned, on average, from 
2.9 m to 2.2 m. Each year’s
melt exceeded growth, which
took a toll on the MY-ice
reserve. The fall FY thickness
component remained close
to 1.4 m each year. (Overall
values are weighted by the
area occupied by MY and FY
components; ON and FM
refer to October/November
and February/March.) 
(b) The seasonal cycles for FY
and MY components of area
covered are opposite
because of the relative ease
of FY-ice growth and export
of ice floes into the Atlantic
Ocean. (c) Between 2003 and
2008 a near reversal occurred
in the contributions of FY and
MY ices to the total volume.
At the start of the survey,
62% was stored as MY ice; by
2008 the MY component had
dropped to 32% of the total.
(Adapted from ref. 3.)  
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Making top quarks one at a time. Since its 1995 discovery in 
2-TeV proton–antiproton collisions at Fermilab, the ultramassive
top quark (t) has mostly been produced in top–antitop quark pairs
via the strong interactions (diagram a, for example), which forbid
the production of single top quarks. The standard model of parti-
cle theory also predicts single-top production via weak interac-
tions like that in diagram b, with the weak boson W± replacing the
gluon g0 in the intermediate state and a bottom quark (b) emerg-
ing. But single-top production is much harder to detect than pair
production amidst the overwhelming background of more pedes-
trian processes that can mimic either rare process. That’s because
a pair gives the experimenter two chances to see the telltale sig-

nals of t decay. So why bother? Yielding a direct measure of the
coupling at the tbW vertex, the cross section for single-top pro-
duction provides a particularly sensitive test of some aspects of
the standard model, such as the presumed absence of a fourth
generation of quarks beyond the t and b. Furthermore, the pat-
tern-recognition techniques developed and tested in the search
for single-top production are crucial to the quest for the Higgs
boson. Now the DZero and CDF detector teams at Fermilab have
reported robust observations of single-top production with a
cross section of about 3 picobarns (3 × 10−36 cm2), consistent with
the standard-model prediction. That’s almost half as big as the
pair-production cross section, which is severely suppressed by the

kinematic requirements for making two ultraheavy quarks. But
that modest cross-section disparity also reflects the unifying ten-
dency of the weak and strong interactions to approach each other
with increasing energy. (V.  M. Abazov et al., http://arxiv.org/
abs/0903.0850; T. Aaltonen et al., http://arxiv.org/abs/0903.0885;
both in press at Phys. Rev. Lett.) —BMS

The racehorse’s debt to its jockey. The late 19th century saw a
radical innovation in horse racing: Jockeys abandoned a comfort-
able, upright posture for the hunched-over, short-stirrup style
seen today at racetracks (and in the figure). By 1910, when the
style was universally adopted, race times had dropped by more
than 5%; the improvement in the first decade of the 20th century
was greater than in the hundred years since. One might think that
the reduced aerodynamic drag of the new style led to the faster
times, but Thilo Pfau and colleagues at the University of London’s
Royal Veterinary College suggest that the way the modern jockey
moves in response to the horse’s galloping makes the more sig-
nificant contribution. The London group measured the motion of
jockeys and horses and observed that jockeys do not suffer much
vertical displacement as a horse races—a consequence of the
way they absorb the horse’s motion by strenuously pumping
their legs while riding. So, though the horse supports the jockey’s
weight, it does not expend unnecessary energy lifting and lower-
ing its cargo. Moreover, the horse’s forward speed varies over the
course of a gallop cycle. When the horse is moving faster than on

These items, with 
supplementary material, 
first appeared at 
http://www.physicstoday.org.
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(5–6 m) next to Ellesmere Island and the
Greenland coast and progressively thins
out toward the central Arctic and the
coast of Siberia.

Consequences
Thinner ice at the start of a melt season
leads to more open water at the end of
it. The extra energy stored in the ocean
during summer months is then given
back to the atmosphere as heat in the
fall. According to the National Oceanic
and Atmospheric Administration’s
James Overland, air temperatures over
those ice-free areas can be 5–6 °C
warmer than over covered areas. Rising
of the warm air into the troposphere can
then “tilt” regional atmospheric pres-
sure surfaces and modify wind pat-
terns. Indeed, persistent southerly
winds that formed in the summer of
2007 between high pressure over the
Beaufort Sea north of Alaska and low
pressure over eastern Siberia are

thought to be responsible for the circu-
lation of warm winds that led to exces-
sive melt and the export of ice from the
Siberian coast that year.

The influence of recent warm years
and wind-driven sea ice, Overland ar-
gues, has thinned Arctic ice to the point
that natural climate variability may
kick the ice albedo feedback process
into high gear. Based on models that
couple ice, ocean, and atmosphere, he
projects the loss of most summer ice
within the next 30 years.4 “Reversing re-
cent trends would take several cold
years in a row, which is probably not in
the cards. We’re on a one-way trip.”

The Arctic is already transforming:
Last summer was the second in a row
in which the Northwest Passage was
navigable through the Canadian archi-
pelago; fisheries from northern Norway
to the Bering Sea are expanding farther
north; animals are losing their habitats;
and the retreat of ice from coastlines is

exacerbating erosion (see figure 1).
Perhaps most intriguing, and uncer-

tain, is the role that ocean waters play
in the melting of Arctic ice. Dense with
salt and carrying enough heat to melt
the entire cap, the Atlantic Ocean enters
the Arctic some 250 m below the sur-
face, separated only by a layer of colder,
less saline water.

Mark Wilson
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