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Mishap shuts down LHC until April 
Damage to the Large Hadron Collider’s magnets by an electrical fault and by the subsequent 
helium-vessel rupture is still to be assessed.

On 10 September there was much
celebrating at CERN and throughout the
worldwide particle-physics community
when a beam of protons successfully
made its way around the full 27-km cir-
cumference of the laboratory’s new
Large Hadron Collider on the first try.
The hope was that by the end of Sep-
tember the LHC would be bringing
countercirculating beams of 0.5-TeV pro-
tons into collision and that a month later
experimenters could start doing physics
with colliding beams of 5-TeV protons.

Then next April, after the obligatory
winter shutdown during the months of
highest energy cost, the collider would
finally be operating at its design beam
energy of 7 TeV (see PHYSICS TODAY, 
September 2007, page 90). 

Just a week later all that optimism
got what LHC project leader Lyn Evans
described as “a kick in the teeth.” On 
19 September a breach in the cryogenic
piping between superconducting mag-
nets in the collider ring caused the
evaporation and high-pressure dis-
charge of a ton or two of liquid helium
into one 3.4-km octant sector of the
LHC tunnel. The rupture is tentatively
attributed to an electrical fault in a high-

current connection between one of the
ring’s 15-meter-long dipole bending
magnets and a quadrupole focusing
magnet. The He, cooled to superfluid-
ity at 1.9 K, is meant to keep the 
niobium–titanium bending-magnet coils
cold enough to achieve the unprece-
dented 8.3-tesla field needed to confine
7-TeV protons in the LHC ring.

Precisely what caused the mishap
and how much damage it did could not
be known before looking inside the
magnets involved. Because that re-

quires warming the sector’s entire
string of 154 bending magnets to ambi-
ent temperature, the inspection could
not be completed before mid-October.
But already on 23 September, the
CERN directorate announced that
there will be no more beams in the LHC
before next April.

Although that unbidden hiatus can
be used to work on magnets and injector
maintenance, it does mean a delay of at
least two months in the push for the first
physics run at the collider’s design en-
ergy. “That’s not very much on a project
that has been over two decades in the
making,” says CERN Director General
Robert Aymar. “It’s simply a fact of life

in experimental physics at the frontiers
of knowledge and technology.”

A pioneering accelerator
The LHC is indeed a frontier undertak-
ing. Its design energy represents a bold
sevenfold leap beyond the 1-TeV beams
of its immediate predecessor, Fermilab’s
Tevatron proton–antiproton collider.
The LHC bending magnets, with twice
the field strength of the Tevatron mag-
nets, are the first accelerator dipoles ever
to be cooled with superfluid He. And the
LHC’s design luminosity—its collision
rate per unit scattering cross section—is
1034 events/(s cm2), thirty times that of
the Tevatron collider. That very high lu-
minosity is necessary because the LHC
will be searching for processes, such as
the creation of Higgs bosons and su-
persymmetric particles, whose produc-
tion cross sections are expected to be ex-
tremely small at a proton–proton
collision energy of “only” 14 TeV.

After the October warmup and in-
spection, a few magnets will probably
have to be brought up from the under-
ground LHC tunnel for repair. Each of
the LHC ring’s 1232 bending magnets
costs almost $1 million. In any case, the
entire octant string of 154 magnets that
have been warmed up will have to un-
dergo some “retraining.” In the 8.3-T
field, or even in the 6-T field required
for 5-TeV beams, the magnet coils are
subjected to enormous Lorentz forces
that inevitably cause slight coil move-
ments when the magnet current is
ramped up for the first time. Such
movement can create enough frictional
heating to cause first a local and then a
general loss of superconductivity in a
magnet—a so-called quench. Training a
new or newly recooled magnet involves
slowly ramping up the current and 
allowing carefully controlled quenches
until all the coils have settled in 
securely.

Before it’s ever sent underground,
every LHC bending magnet is cooled
and trained up to the field required for
7-TeV beams at a test facility. But after a
string of 154 magnets has been assem-
bled in the ring and recooled, the entire
string has to be retrained in situ. The
19 September accident occurred in the
last octant sector to be trained for 5-TeV
operation—indeed while that training
was in progress.

“The [accident’s] first manifestation
was a massive quench,” recounted Evans
at a CERN meeting on 24 September.

In the tunnel of the Large Hadron Collider as it neared completion at CERN last
year, a technician welds connections between two of the 15-meter-long supercon-
ducting bending magnets arrayed along the LHC’s 27-km circumference. The recent
accident that has shut the LHC down until next April is tentatively attributed to an
electrical fault that ruptured the cryogenic liquid-helium piping in a similar intercon-
nection complex between one of the bending magnets and a focusing magnet. 
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Summing Amplifier

· Four summing inputs 

· ±10 V operating range 

· 1 MHz bandwidth 

· Low crosstalk (80 dB) 

· <100 μV input offset 

The SIM980 Summing Amplifier has
four input channels that can be added
or subtracted from each other. The
output noise is less than 60 nV/√Hz,
and crosstalk between channels is less
than −80 dB. With a bandwidth of
1 MHz, a slew rate of 40 V/μs, and
input offsets that are trimmed to
±100 μV, the SIM980 is a remarkably
useful tool on any lab bench.

SIM900 Mainframe loaded with a
variety of SIM modules

SIM980 ... $795 (U.S. List)

“But the quench-protection system
worked perfectly.” The problem, he ex-
plained, was not the quench itself but the
major electrical fault that instigated it

and caused the liquid-He rupture. And
that fault had to be investigated to make
sure it would not recur.

Bertram Schwarzschild

Europe sets priorities in 
astroparticle physics
Increased funding and global cooperation are key to realizing a
wish list of astroparticle physics experiments unveiled this fall.

“If I was a young physicist today,
I would be very excited. We are close to
a third revolution concerning our
knowledge about the universe.” So said
Nobel physicist Carlo Rubbia in Brus-
sels, Belgium, at the late September roll-
out of a road map for European as-
troparticle physics. Rubbia mentioned
Copernicus displacing Earth from the
center of the universe and Charles Dar-
win’s theories on evolution, and added,
“We will be focused on the fundamen-
tal question: What are we made of?
Ninety-five percent of matter and en-
ergy in the universe is largely unknown
to scientists. Astroparticle physics will
help in unveiling these secrets.”

The Astroparticle European Re-
search Area (ASPERA) road map was
made with the involvement of 19 fund-
ing agencies in 14 countries and sets the
strategy for the field over the next
decade. Crowning the list of priorities
are seven projects to study dark matter,
cosmic rays, neutrinos, and gravita-
tional waves. The time frames for the
projects are staggered to fit into a pro-
jected €1 billion ($1.4 billion) budget
and, in some cases, to wait for results
from current experiments before com-
mitting to the next step. 

An independent astronomy road
map by Astronet—like ASPERA, a

coalition of European funding agen-
cies—is broader and gives high marks
to areas of overlap with ASPERA,
namely, the Cherenkov Telescope Array
(CTA) and KM3NeT, an underwater
neutrino telescope. A draft Astronet
road map was released in May, with the
final version due out this month (see
PHYSICS TODAY, April 2007, page 32).

“In many fields we are moving with
fantastic speed,” says ASPERA road-
map chair Christian Spiering of DESY,
the German Electron Synchrotron in
Hamburg. “I am optimistic that, assum-
ing the necessary funding, the next years
will really open something new. A dis-
covery on any of these fronts would
open an entirely new field of research.”

Astroparticle wish list
The CTA and KM3NeT are the most 
advanced projects on the ASPERA
road map. With an estimated cost of
€150 million, the CTA will have facili-
ties in the northern and southern hemi-
spheres to study galactic and extra-
galactic gamma-ray sources. The
€150 million–250 million KM3NeT will
consist of thousands of detectors over at
least a cubic kilometer in the Mediter-
ranean Sea. It will watch for neutrinos
from such sources as active galactic 
nuclei, supernovae, and gamma-ray

The Cherenkov Telescope Array, which will have outposts in the northern
and southern hemispheres, is one of the most advanced projects in Europe’s
road map for astroparticle physics. (Artist’s conception courtesy of
ASPERA/Didier Rouable.)

See www.pt.ims.ca/16306-18


