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I Mysteries of the
glass transition

In his intriguing Reference Frame “The
Mysterious Glass Transition” (PHYSICS
ToDAY, February 2007, page 8), James
Langer discussed the challenges of
glass science. This interdisciplinary
field between physics and chemistry
has increasingly important applications
that now even include the pharmaceu-
tical and food industries.

I'like to picture the liquid—glass tran-
sition via the following model. Consider
a Langevin particle in one dimension
moving in an asymmetric double-well
potential. The system has a finite relax-
ation time that diverges as temperature
goes to zero, because the relaxation time
is related to the barrier to be overcome
in the usual Boltzmann expression char-
acterizing rate theory. Consequently,
when the system is cooled at a finite rate,
it eventually falls out of equilibrium.
That process exhibits most of the prop-
erties associated with the liquid—glass
transition:'* The liquid-glass transition
is gradual rather than sharp, its transi-
tion temperature is lower for slower
cooling, and the liquid-glass transition
is associated with various nonlinear and
hysteresis effects.

What happens in the glass transition
of the asymmetric double-well poten-
tial is that jumps between the two en-
ergy minima cease and the system
freezes into one minimum or the other.®
A glass transition occurs whenever a
system doesn’t have enough time to
equilibrate. Computer simulations con-
firm that picture for realistic liquids
also. The non-Arrhenius behavior usu-
ally observed in supercooled liquids is
not reflected in the simple model I de-
scribed but is easily modeled by as-
suming that the activation energy in-
creases as the temperature decreases.

If that simple model accurately re-
flects the basics of the liquid—glass tran-
sition, then the transition is also just a
freezing into an energy minimum.® (Al-
though the distribution of frozen-in en-
ergies may deviate from the equilib-
rium distribution,* it is a minor effect,
and to zeroth order the system just
freezes configurationally.) Does that
eliminate the mystery? Not at all; an
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enormous challenge still lies in under-
standing the fairly universal properties
of the ultraviscous liquid phase above
the glass transition where the viscosity
becomes almost 10" times larger than
that of ambient water. Everything is ex-
ceedingly slow in that phase, right?
Well, most molecular motion is vibra-
tional, and transitions between differ-
ent minima are indeed rare. But the dif-
fusion of transverse momentum is
actually extremely fast because the ex-
ceedingly large kinematic viscosity of
the Navier-Stokes equations is the
transverse momentum diffusion con-
stant. Thus the ratio between the parti-
cle diffusion constant and the trans-
verse-momentum diffusion constant
goes from roughly 1 in the less viscous
phase to a number of order 10 just
above the liquid—glass transition.

Such small dimensionless numbers
are rare in condensed-matter physics;
they appear to signal that an ultravis-
cous liquid is more accurately thought
of as a solid that “flows.” Researchers
are not certain, but the existence of a
very small dimensionless number char-
acterizing such liquids gives hope that
a fairly simple universal theory exists.
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As someone who has long been in-
terested in the glass transition and
glassy-state kinetics, I would like to com-
ment on some of the issues raised by
James Langer in his Reference Frame
column.

I affirm Langer’s statement about
healthy contentiousness. Whether or
not the glass transition has thermody-
namic roots definitely makes for excit-
ing science. The reason some of us
think thermodynamics is important is
that we find it difficult to dismiss as co-
incidences the similarities in the values
of the kinetic temperature T, and the
thermodynamic Kauzmann tempera-
ture Ty. One common objection to the
Kauzmann analysis, that an amor-
phous solid should not have zero
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entropy, can be assuaged by noting that
the entropy at T, does not have to be
zero, just very small.

Langer briefly mentions the success
of the simplistic Adam—-Gibbs (AG)
model in describing the dynamics of su-
percooled liquids. Its nonlinear exten-
sion into the glass-transition region and
glassy state (NLAG) is also surprisingly
successful.! That extension is based on
concepts introduced by several re-
searchers over several decades: Simon
Rekhson in 1994, George Scherer in
1984, Cornelius Moynihan in 1976, O. S.
Narayanaswamy in 1971, and others.
The successes of the NLAG model go
far beyond expectations, and raise is-
sues of their own. The resolution of
these issues might provide important
clues to a theoretical understanding of
the glass transition.

» As noted by Langer, the experimen-
tally observed effective activation energy
E(T) increases rapidly with decreasing
temperature down to the glass-transition
temperature Tg, but it then decreases
through the T, range until it reaches a
constant value E(T,), so that glassy-state
relaxation exhibits Arrhenius behavior.
The singularity at T, noted by Langer
only occurs in the equilibrium super-
cooled liquid state and not in the experi-
mentally observed nonequilibrium
glassy state. The change from non-
Arrhenius to Arrhenius behavior at T, is
well described by the NLAG model and
its precursor, the Tool-Narayanaswamy-
Moynihan model.

» NLAG predicts a simple relation be-
tween the ratio T,/T, and an empirical
constant that parameterizes the nonlin-
earity of the glass transition and glassy-
state kinetics. This intriguing pre-
diction needs to be independently
confirmed or unambiguously refuted.
» The NLAG model, together with the
plausible assumption that smaller lo-
calized activation energies Au enable
the kinetic T, to get closer to the ther-
modynamic Ty, generates many of the
correlations captured by Angell’s
fragility. In fact, the ratio T\/T, is an ex-
cellent metric that allows fragility to be
applied to the glassy state.

P Estimated values of Au for canonical
glasses are often comparable with rota-
tional energy barriers in polymers, and
ionic, covalent, and hydrogen bond
strengths. In these cases the NLAG
model is almost quantitatively accurate.
» Incorporation of a distribution in Au
yields a respectable account*® of ther-
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mal manifestations of motions in hy-
drated proteins and B-DNA.>* The
mean value for Au is comparable with
hydrogen bond strengths, albeit with a
large uncertainty, and the large stan-
dard deviation —30% of the average —is
consistent with the insightful but qual-
itative analysis of Jennifer Green and
coworkers.* The fact that NLAG gives a
decent account of annealing in hy-
drated proteins and B-DNA strongly
supports Austen Angell’s suggestion
that the glass transition and protein dy-
namics have much in common.?

I share Langer’s belief that short-
range interactions are probably the key.
Since the current models accommodate
a wide range of interactions, such as co-
valent, hydrogen, and ionic bonding,
the glass-transition phenomenon is ev-
idently insensitive to the details of those
interactions. This generality is missing
from too many theoretical attempts at
explaining the problem. Perhaps the av-
eraging of details is why the simplistic
NLAG model is so successful.
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I do not see any mystery in James
Langer’s “mysterious glass transition,”
at least with respect to inorganic glasses
of one-component systems like silicon
dioxide, boron oxide, and so on. To un-
derstand the glass transition of inor-
ganic materials, one first has to under-
stand why crystals melt. Near the
melting temperature, electrons occupy
more and more excited states as tem-
peratures increase. Electrons in excited
states possess wavefunctions different
from those in their low-energy or
ground states. Different wavefunctions
mean that the probability distribution
of the electrons in space changes. The
core ions will be driven to new places
as they interact with the excited elec-
trons. However, the electrons will
change again and again to other states
with different wavefunctions. The arbi-
trary time series of sufficient electrons
in their excited states will cause the core
ions to continuously change position.
That scenario corresponds to a melt.
As the melt cools, the electrons will

occupy more and more low-energy
states. If the forces of the electrons in
their low-energy states are not strong
enough to induce a regular order of the
core ions, the transition to a glass occurs.
Thus melting of chemically bonded
solids, and glass formation from their
melts, is basically an electronic effect
generally neglected in publications deal-
ing with properties of melts and glasses.
Glass formation from the melt depends
on the strength and sufficiently large
number of directed bonds (to stabilize
the noncrystalline order) and on the
melting entropy AS,, (that is, melting en-
thalpy AH,, divided by melting temper-
ature T,). If AS,, is small, only a little en-
tropy is released and produced once a
bond closes, and the temperature in-
creases locally by just a small amount.
This implies that neighboring directed
bonds of the undercooled melt can be
broken only within a relatively small
temperature range below T,. This inter-
val has to be passed fast enough for glass
formation. If AS,, is large, the tempera-
ture interval of recalescence is relatively
large to reach T, and the undercooled
melt has enough time to rearrange to
crystals during cooling.?

Now it is easy to understand the
“mystery” of the glass transition or
what occurs in the glass-transition
range. (Imagine that the temperature is
rising.) In that range, bonding electrons
start to occupy excited states. This
causes an additional mechanism for the
thermal expansion, an additional con-
tribution of the specific heat capacities
(not causing a “jump,” however), and
an increase of the damping of reso-
nances of many kinds in glasses. The
worldwide standard procedure to de-
termine T, in glass science is based on
the change of the slope of dilatometer
curves, not mentioned by Langer. As a
consequence of the scenario described
here, there is no phase transition at Tg,
just an exponential freezing out of elec-
trons from higher to lower energy lev-
els with decreasing temperature.
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With the very noncrystalline nature
of the state labeled “glass,” the use of
terms like “lattice sites” by some physi-
cists is misleading if not erroneous. Hav-
ing spent nearly 40 years researching
solid-state chemistry using diffraction
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