
The success story of quantum optics during the past 10
years is largely based on progress in gaining control of

systems at the single-quantum level while suppressing un-
wanted interactions with the environment, which cause
decoherence. Those achievements, illustrated by storage
and laser cooling of single trapped ions and atoms and by
the manipulation of single photons in cavity quantum elec-
trodynamics, have opened a new field: the engineering of
interesting and useful quantum states. In the meantime,
the frontier has moved toward building larger composite
systems of a few atoms and photons while still maintain-
ing complete quantum control of the individual particles.
The new physics to be studied in these systems is based
on entangled states and ranges from a fundamental point
of testing quantum mechanics for larger and larger sys-
tems to possible new applications such as quantum infor-
mation processing and precision measurements.1,2

The past few years have seen extraordinary progress
in experimental atomic, molecular, and optical (AMO)
physics. Two highlights of those developments are laser-
cooled trapped ions3⊗8 and cold atoms in optical lattices.9⊗11

These two examples also illustrate the different perspec-
tives and strengths of AMO systems. Systems of a few
trapped ions have demonstrated quantum-entanglement
engineering with high fidelity (that is, low error rate) in
the laboratory, and these systems are well on their way to-
ward scalable quantum computing (see box 1), with no fun-
damental obstacles in sight—at least from our current un-
derstanding. Neutral atoms can be loaded from a
Bose–Einstein condensate (BEC) into an optical lattice via
a quantum phase transition and can provide a huge num-
ber of qubits that can be entangled in massively parallel
operations. Such a system holds the promise of a quantum
simulator (see box 2) that may offer insight into other
fields of physics, such as condensed matter physics.

Although we focus on these two AMO systems in this
article, other AMO and condensed matter systems that
have been proposed for implementing a quantum com-
puter2 have also experienced very remarkable progress

during recent years. Those systems in-
clude single photons, nuclear spins of
donor atoms in doped silicon, super-
conducting Josephson junctions in
both the charge- and flux-quantiza-
tion regimes, semiconductor quantum
dots, nuclear magnetic resonance
samples, and electrons floating on liq-
uid helium. Some of the ideas we re-

view here will likely apply to these systems if they ulti-
mately succeed as quantum computers.

Cold trapped ions
Right after Peter Shor’s discovery in 1994 of a factoring al-
gorithm for quantum computers1 (see PHYSICS TODAY, Oc-
tober 1995, page 24), trapped ions interacting with laser
light were identified as one of the most promising candi-
dates to build a small-scale quantum computer.3 The rea-
son is that, for many years, the technology to control and
manipulate single (or few) ions had been very strongly de-
veloped for ultrahigh-precision spectroscopy and atomic
clocks.12 In particular, ions can be trapped and cooled in
such a way that they remain practically frozen in a spe-
cific region of space; their internal states can be precisely
manipulated using lasers and can be measured with prac-
tically 100% efficiency; and they interact with each other
very strongly due to the Coulomb repulsion, yet they can,
at the same time, be decoupled from the environment very
efficiently.

Ions stored and laser-cooled in an electromagnetic
trap (see figure 1) can be described in terms of a set of ex-
ternal and internal degrees of freedom. The external de-
grees of freedom are closely related to the center-of-mass
motion of each ion; the internal, related to the motion of
electrons within each ion and to the presence of electronic
and nuclear spins, are responsible for the existence of a
discrete energy-level structure in each ion. Each qubit can
be stored in two of the internal levels, typically denoted by
+0¬ and +1¬. These levels have to be very long-lived and suf-
fer no decoherence, so that they are not disturbed during
the computation. That condition can be achieved, for ex-
ample, by choosing them as ground hyperfine or
metastable Zeeman levels, where spontaneous emission is
practically absent.

To start a computation, one can prepare all the qubits
in state +0¬ by using optical-pumping techniques: When-
ever an ion is in a state other than +0¬ it absorbs a photon
and then decays; the process repeats until each ion decays
into +0¬. After the computation, one can read out the state
of the ions by performing measurements based on the so-
called quantum jumps technique.12 The idea is to illumi-
nate the ions with a laser light of appropriate frequency
and polarization so that an ion absorbs photons—and sub-
sequently reemits them—only if it is in state +1¬. Detected
fluorescence thus indicates that the ion was in state +1¬;
absence of fluorescence indicates state +0¬.
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The computation itself requires the implementation of
single-qubit and particular two-qubit gates, as described
in box 1. Single-qubit gates can be carried out on each ion
independently by coupling the internal states +0¬ and +1¬
with a laser (or two lasers, in a Raman configuration). By
adjusting the frequency and intensity of the laser, one can
carry out general single-qubit gates.

For two-qubit gates, controlled interactions are al-
ways required. In the case of trapped ions, the interaction
is provided by the Coulomb repulsion.3 This force, however,
does not depend on the internal states and thus is not suf-
ficient on its own to produce the gate. But if a laser is used
to couple the internal state of the ions to the external
states, which are in turn affected by the Coulomb force,
one can produce the desired effect in the internal levels of
the ions (see box 1). Another interpretation of the way in
which this gate proceeds is to note that the motional states
are collective: If one ion is moved, then the others will
move. The laser thus couples the internal state of each ion
to the common motional state, and another laser interac-
tion can then couple the internal and external modes back.
That the laser couples the internal and external degrees
of freedom of the ions is a simple consequence of the fact

that each time an ion absorbs or emits
a photon, not only does the internal
state change, but so does the motional
state due to the photon recoil.

The specific way in which the two-
qubit gate was implemented in our
proposal3 required that the ions be at
zero temperature and that they be
singly addressed by the laser beam
without affecting the other ions. In re-
cent years, various ingenious ways of
simplifying those requirements have
been proposed by various groups, in
particular Klaus Mølmer and Anders
Sørensen, Gerard Milburn, and Mar-
tin Plenio and collaborators.2,12

The experimental verification of these implementa-
tion ideas started in 1995 with a proof-of-principle exper-
iment that realized a two-qubit quantum gate.6 There, the
two qubits were not stored in the internal states of two dif-
ferent ions but, rather, in the internal and external states
of a single ion: The states +0¬ and +1¬ for the second qubit
were the states with zero and one phonon in the ion’s mo-
tion. The main difficulties at that time were to cool more
than one ion to the ground state and to address the ions
individually. After achieving laser cooling of several ions
to very low temperatures and using the gates proposed by
Mølmer and Sørensen, gates that do not require zero tem-
perature or individual addressing of the ions with lasers,
scientists at NIST, led by David Wineland and Christopher
Monroe, were able to implement quantum gates with two
and four ions. In particular, they were, for the first time,
able to entangle massive particles in a controlled way and
even to produce a highly entangled state, the so-called
Greenberger-Horne-Zeilinger or GHZ state +0, 0, 0, 0¬ ⊕
+1, 1, 1, 1¬. Later, scientists in Innsbruck, led by Rainer
Blatt, were able to entangle two qubits by individually ad-
dressing them with laser beams.

Scaling up ion systems
At the end of the past century, the performance of quan-
tum gates was limited by the fact that, during the two-
qubit gates, the ions’ interaction with the environment
produced undesired decoherence. Their motion coupled to
some uncontrolled electric fields, which gave rise to heat-
ing by absorption of phonons. Such a coupling had an 
important effect during the two-qubit gate operation 
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Figure 1. Trapped ions hold significant
promise for implementing a scalable
quantum computer. This schematic
shows a string of ions in a linear trap
and a CCD image of ions trapped in an
actual experiment. (Courtesy of R. Blatt,
University of Innsbruck).
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Figure 2. Scalable scheme for quantum computing with
trapped ions. The ions’ internal states serve as quantum
memory. To perform one- or two-qubit gate operations, qubit
ions (red circles) are moved from the storage area to a proc-
essing area; once the gate operations are completed, the
ions are moved back. Heating due to transport of the qubit
ions can be sympathetically removed with laser-cooled ions
of a different species (blue circles). (Adapted from ref. 4.)
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because, at some point, the internal state of the qubits was
transferred to the motional state. Thus if the external mo-
tion is modified by interaction with the environment, it
will affect the states of the qubits.

These problems have been largely overcome with im-
proved trap designs: The electric fields are now controlled
better either by using larger traps or by separating where
the ions are trapped from where they are manipulated,
which avoids surface contamination in the region where
the quantum gate operations are performed. Several mile-
stones have since been achieved in the NIST and Inns-
bruck laboratories. For example, a two-qubit gate with a
fidelity F ⊂ 0.97 was implemented at NIST last year.7 (The
fidelity is directly related to the error E in the gate,
E ⊂ 1 ⊗ F.) The main limitation was related to the small
spontaneous-emission rate (which can be strongly de-
creased by using other types of ions or more sophisticated
techniques to implement the gates). In Innsbruck, a two-
qubit gate was performed using individual addressing.8 In
addition, the Innsbruck group implemented, with a single
ion, the Deutsch–Jozsa algorithm, one of the first—albeit
artificial—algorithms to show that a quantum computer
would be more powerful than a classical one.1

The main obstacle nowadays to scaling up the current
schemes is the increasing difficulty of dealing with larger
numbers of ions. As the number of ions in the trap is in-
creased, it becomes harder both to cool the ions and to af-
fect only the desired ions with the laser; unintended cou-
pling to others spoils the computation. About three years
ago, new proposals to overcome this obstacle emerged.4,5

Wineland and colleagues proposed to separate the region
where the ions are stored from the one in which the gates
take place (see figure 2).4 To perform a gate operation, the
qubit ion or ions are moved from the storage region to the
gate region. That process does not disturb the ions’ inter-
nal state because the Coulomb interaction used to move
them is independent of the internal states unless the mo-
tion and internal states are coupled with a laser. In the
processor region, the ions are driven by lasers to perform
the gate operation and then are moved back to the storage
region. The additional heating due to the motion can be
transferred to a cooled ion of a different species in the same
potential well; the resulting sympathetic cooling of the
qubit ions will not disturb their internal states. Prelimi-
nary experiments at NIST have successfully demonstrated
all the basic elements of this proposal. In view of those ex-
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The basic element of quantum computing is the qubit, that
is, a two-level or spin-1/2 system. The qubit states are typ-

ically denoted +0¬ and +1¬. A string of N qubits provides a
quantum register. The general quantum state of the register is
an entangled superposition

in the 2N-dimensional product Hilbert space of the qubits.
The figure illustrates the three steps of a quantum compu-

tation. The initial step of a typical computation is the prepa-
ration of the state +0,0, . . . ,0¬ (lower circles in the figure).
Quantum computing corresponds to unitary operations Û on
the state of the quantum register: +C¬ O Û+C¬. These unitary
operations Û can be decomposed into a sequence of single-

and two-qubit quantum gates (center of figure). The last step
is a readout of the final state of the qubits (upper circles).

A single-qubit gate corresponds to the general rotation of
the spin-1/2 system representing the qubit, while a two-qubit
gate is a nontrivial entanglement operation of a pair of
qubits. Two important two-qubit gates are the controlled-
NOT +x1¬+x2¬ O +x1¬+x1−x2¬, where − denotes addition mod-
ulo 2, and the phase gate +x1¬+x2¬ O (⊗1)x1x2+x1¬+x2¬.

The most difficult part to implement in a quantum com-
puter based on atoms and ions is the two-qubit gate. For the
case of ions, the gate implementation can be explained
schematically as follows:

Here, +e¬i,j with e = 0 or 1 denotes the internal states of ions
i and j on which the gate is applied, and +C¬ denotes the
motional state, which describes the external degrees of
freedom. In the first step, a laser couples the internal and
external states of the ions. After the states evolve due to the
Coulomb interaction, another laser transfers the results
back to the internal states. The motional state +C¬ is un-
changed at the end of the process. For two adjacent atoms
in an optical lattice, the two-qubit gate that is applied after
moving the lattices (see figure 4) is +e1¬j +e2¬j⊕1O
eive1(1–e2)+e1¬j+e2¬j⊕1. These two-qubit gates for ions and neutral
atoms are equivalent to the controlled-NOT gate: By 
applying appropriate single-qubit gates right before and
after the two-qubit gate, one obtains the action of the 
controlled-NOT.

During a quantum computation, entangled states,
which cannot be written as a product of single-particle
wavefunctions, may be produced. Thus, whereas the ca-
pability of producing entangled states is necessary for
building a quantum computer, the converse is not neces-
sarily true. One may be able to create certain entangled
states but still not be able to implement the required one-
and two-qubit gates.

e e C e e C

e e C

e e

e e
e e

1 2 1 2 ,

1 2 ,

1 2

1 2

1 2
1

1

i j i j

i j

⊗ ⊗ → ′ ⊗ ′ ⊗ ′

→ − −( ) ′ ⊗ ′ ⊗ ′

→ − −(( ) ⊗e e
e e C1 2

1 2i j
.

C = 〉
− − − −

={ }
∑ c x x xx x x N N

x
N N

i

1 2 0 1 2 0
0,1

... ...

Detectors

Box 1: Quantum Computing With Atoms and Ions



periments, the two of us see at present no fundamental ob-
stacle to achieving scalable quantum computation in these
systems.

In the near future, we anticipate crucial experimental
progress with trapped ions. Very likely, proof-of-principle
experiments demonstrating teleportation, quantum error
correction, and other intriguing properties of quantum me-
chanics will take place with three to six ions. When the
technology admits 30 ions (using the scalable proposals),
a new avenue of experiments will open up: Experimenters
will be able to start performing computations competitive
with those of the most powerful classical computers that
we have nowadays (see box 2). Whether it is possible to
scale the present setups up to several hundred thousand
ions remains an open question. Such a scale is necessary
for factoring 200-digit numbers—the most spectacular ap-
plication of a quantum computer—and requires sophisti-
cated fault-tolerant error-correction techniques (see
PHYSICS TODAY, June 1999, page 24). No fundamental ob-
stacle to achieving that goal seems to exist, although suc-
cess depends on developing the appropriate technologies.
Trapped ions are currently the only system for which this
strong statement can be made.

Cold atoms in optical lattices
Bose–Einstein condensates provide a source of a large
number of ultracold atoms. Due to the weak interactions,
all atoms in a condensate occupy the single-particle ground
state of the trapping potential, and the condensate is in a
product state of the individual ground-state wavefunc-
tions. Such a collection of atoms can be harnessed for quan-
tum information processing by loading the atoms into an
optical lattice.9 The result is an array of many identifiable
qubits that can be entangled in a massively parallel oper-
ation.10,13 This scenario has recently been realized in the
laboratory in a series of remarkable experiments.11

Generated by standing-wave laser fields, optical lat-
tices are periodic arrays of microtraps for cold atoms. Due
to the low temperatures, atoms loaded in an optical lattice
will, like electrons in a crystal lattice, only occupy the low-
est energy (Bloch) band. The physics of these atoms can be
understood in terms of a Hubbard model with Hamiltonian9

with bi and bi
† bosonic annihilation and creation operators

for atoms at each lattice site i. The parameters Jij are hop-
ping matrix elements that connect two lattice sites via tun-
neling, and U is the on-site interaction of atoms resulting
from the collisional interactions (see figure 3). The distin-
guishing feature of this system is the time-dependent con-
trol of the hopping matrix elements Jij (which correspond
to the kinetic energy) and on-site interaction U (the po-
tential energy) through the intensity of the lattice laser.

Increasing the intensity deepens the lattice potential
and suppresses the hopping; at the same time, it increases
the atomic density at each lattice site and thus the on-site
interaction. Increasing the intensity will, therefore, de-
crease the ratio of kinetic to potential energy, Jij /U, and
the system will eventually become strongly interacting. In
the case of bosonic atoms, the system will undergo a quan-
tum phase transition from the condensate’s superfluid
state, with long-range coherence, to a Mott insulator state,
which has no long-range order.9 In the Mott insulator
regime, loading exactly one atom per lattice site can be
achieved, an arrangement that provides a very large num-
ber of identifiable atoms whose internal hyperfine or spin
states can serve as qubits.

Entanglement of these atomic qubits is obtained by
combining the collisional interactions with a spin-dependent
optical lattice.10 Here, with appropriate choice of atomic
states and laser configurations, the qubit states +0¬ and +1¬
see different lattice potentials. Atoms can thus be moved
according to the state of the qubit. In particular, one can
collide two atoms “by hand,” as illustrated in figure 4, so
that the wavefunction component with the first atom in 
+1¬ and the second atom in +0¬ will pick up a collisional
phase v that entangles the atoms. For two adjacent atoms,

H J b b U b b bbij i j
i j

i i i i= − +∑ ∑†

,

† † ,
1
2 i
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Figure 4. Controlled collisions can be used to entangle two
atoms in an optical lattice. Each atom can be in a superposi-
tion of internal states +0¬ (blue circles) and +1¬ (red circles).
The states can be coupled to movable state-dependent opti-
cal lattices (red and blue lattices) to entangle two atoms. If
one lattice is shifted over one period, the overlapping states
of differing atoms can pick up a phase factor, which entan-
gles the two atoms.10,11 This scheme underlies the quantum
simulator in the optical lattice.
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Figure 3. Cold atoms in an optical lattice can be described
by a Hubbard model. An off-resonant standing light wave
generates a periodic intensity pattern (blue) that is seen by
the atoms as a periodic potential—that is, an optical lattice.
The periodicity of the potential gives rise to a series of Bloch
bands for the atomic motion. At low temperature, the atoms
will only occupy the lowest Bloch band. Atoms (red) can
move from site to site via tunneling, described by the hop-
ping parameters J in the Hubbard Hamiltonian on this page.
Atoms on the same lattice site will repel each other due to
collisional interactions, resulting in an on-site interaction en-
ergy U in the Hamiltonian. The wavefunction of an atom in
one of the potential wells is shown in orange.



this physical process realizes the two-qubit gate required
for quantum computation (see box 1).

This collisional process may allow one to entangle
many atoms in an optical lattice. Consider, for the sake of
simplicity, the case of two atoms initially prepared in an
equal superposition of the two internal states. After ap-
plying the gate, one obtains a maximally entangled state
+0, 1¬ + +1, 0¬ (a so-called Bell state). This state can be de-
tected by using the Ramsey technique (see figure 5). In a
lattice loaded with many atoms, a single movement can
entangle all qubits in parallel. For three atoms, this oper-
ation can produce the GHZ state +0, 0, 0¬ ⊕ +1, 1, 1¬; for two-
dimensional lattices, it allows the generation of a so-called
cluster state.14 Once produced, a cluster state can be used
to perform quantum computations by making measure-
ments only of the individual qubits; no further two-qubit
gates are required.

These ideas have been implemented in a series of re-
markable experiments. The Mott-insulator quantum
phase transition was first observed by the group of Im-
manuel Bloch and Theodor Hänsch (University of Munich
and the Max Planck Institute for Quantum Optics in
Garching),11 and later by the groups of William Phillips
(NIST Gaithersburg), Tilman Esslinger (ETH Zürich), and
Daniel Heinzen (University of Texas at Austin). In the ex-
periments, on the order of 100 000 atoms were loaded into
an optical lattice from a BEC. The Mott insulator transi-
tion was observed in the smearing out of the interference
pattern formed by the atoms when they were released from
the trap and allowed to expand (see PHYSICS TODAY, March
2002, page 18), and was also observed in the excitation
spectra of the ensembles. The disappearance of the inter-
ference pattern can be attributed to having basically one
atom in each lattice site; therefore, long-range correlations
(which give rise to the interference) disappear. Addition-
ally, in a seminal experiment, the Munich group has re-

cently realized the two-qubit collisional gate.11

For the moment, the main experimental limitation is
that there is not exactly one atom per lattice site. Such de-
fects arise from the finite temperature of the experiments
and from the background harmonic potential that exists
on top of the lattice potential. As a consequence, the state
that is generated in practice after the collisional process
will also have some defects. Characterizing the entangle-
ment of such a state is a current research topic. The prob-
lem of defects may be overcome by increasing the initial
density to start with more atoms per site. A single atom
from each site can then be adiabatically transferred into a
different internal state that is trapped in a separate lat-
tice potential.15 Another current obstacle is the slow colli-
sion process: During the gate operation, other processes,
such as spontaneous emission, can spoil it. The gate, how-
ever, can be sped up by modifying the scattering proper-
ties to increase the value of U. Presently, several experi-
mental groups are investigating ways of making the
process faster.

Putting cold atoms to work
The parallelism inherent in the lattice movements makes
atoms in optical lattices ideal candidates for a quantum
simulator—as first proposed by Richard Feynman—for
bosonic, fermionic, and spin many-body systems. Such a
system could allow simulation of various types and
strengths of particle interactions, and one-, two-, or three-
dimensional lattice configurations in a regime of many
atoms, a regime clearly inaccessible to any classical com-
puter. By a stroboscopic switching of laser pulses and lat-
tice movements combined with collisional interactions, one
can implement sequences of one- and two-qubit operations
to simulate the time-evolution operator of a many-body
system16 (see box 2). For translationally invariant systems,
there is no need to address individual lattice sites because
all the atoms are exposed to the same kind of interactions
at the same time, which makes the requirements quite re-
alistic in light of present experimental developments. In
addition, Hubbard Hamiltonians with interactions con-
trolled by lasers can be realized directly with cold bosonic
or fermionic atoms in optical lattices. Cold-atom “analog”
quantum simulation provides a direct way of studying
properties of strongly correlated systems and in the future
may develop into a novel tool of condensed matter physics.

New designs of arrays of microtraps—based, for ex-
ample, on nano-optics or magnetic microtraps—may be
one way to allow individual addressing of atomic qubits
and entanglement operations. In those systems, magnetic
or optical fields independently control each site, in con-
trast to the optical lattices in which the same lasers con-
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Figure 5. Ramsey experiment with two atoms colliding in a
lattice to generate a Bell state.10,11 Time evolution is from top
to bottom. (a) The two-atom system is initially prepared in
the product state +0¬+0¬. A p/2 pulse generates the (unnormal-
ized) superposition state (+0¬ ⊕ +1¬)(+0¬ ⊕ +1¬). (b) A coherent
collision provides a conditional phase shift v if the first atom
is in state +0¬ and the second is in state +1¬. The wavefunc-
tion thus becomes +0¬+0¬ ⊕ eiv+0¬+1¬ ⊕ +1¬+0¬ ⊕ +1¬+1¬. (c) A
final p/2 pulse closes the Ramsey interferometer and yields
the state (1 ⊗ eiv)+Bell¬ ⊕ (1 ⊕ eiv)+1¬+1¬, which for v ⊂ p is
the Bell-like entangled state +0¬(+0¬ ⊗ +1¬) ⊕ +1¬(+0¬ ⊕ +1¬).
(Adapted from ref. 11.)



trol all the lattice sites. The ideas for implementing quan-
tum gates with atoms in optical lattices can be easily ex-
tended to these systems, and we expect that they will soon
be implemented experimentally. The main advantage of
these systems is that once they are operating correctly,
they can be scaled up relatively easily.

For the near future, we expect that atoms in optical
lattices will be used to simulate a variety of other physi-
cal systems, such as interacting fermions in 2D using dif-
ferent lattice geometries. We also expect important
progress toward loading single neutral atoms in different
types of potentials (optical, magnetic, and so on), and per-
forming quantum gates with a few of these systems. Such
developments would allow the creation of few-atom en-
tangled states that may be used to observe violations of
Bell inequalities or interesting phenomena like telepor-
tation or error correction. Unlike the case of trapped ions,
it is difficult at the moment to predict if scalable quan-
tum computation will be possible with neutral atoms in
optical lattices using the present experimental setups. In
any case, due to the high parallelism of these systems, we
can clearly foresee that they will allow one to obtain deep
insight into condensed matter physics via quantum 
simulations.

The progress continues
Although both trapped-ion and neutral-atom systems can
be manipulated and controlled, they possess their own

strengths and weaknesses. On the one hand, single or very
few trapped ions can already be completely and individu-
ally controlled in the lab. The physics of trapped ions is
very well understood by now. They are thus particularly
suited to implementing quantum computations, which re-
quire complete and individual control of each of the qubits
(as well as the ability to perform two-qubit gates). We fore-
see no fundamental obstacle to building a scalable quan-
tum computer, although technical development may, of
course, impose severe restrictions on the time scale in
which a scalable quantum computer is achieved. On the
other hand, neutral atoms in optical lattices can be very
naturally manipulated in parallel (without individual ad-
dressing) because they are all exposed to the same lasers
at the same time. Thus, they seem to be ideal candidates
for studying a variety of physical phenomena by exploit-
ing this parallelism to simulate other physical systems.
Such quantum simulation may turn out to be the first real
application of quantum information processing.

Other quantum optical systems have also experienced
remarkable progress during the past several years and
may prove equally important in the context of quantum in-
formation. For example, the groups of Jeff Kimble at Cal-
tech, Michael Chapman at the Georgia Institute of Tech-
nology, Blatt at Innsbruck, and Gerd Rempe at Munich
have trapped single atoms and ions inside cavities and let
them interact with the cavity field, which can be used to
generate single or entangled photons and to build 
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Let us consider a quantum system composed of N qubits all
initially in state +0¬. We apply a two-qubit gate to the first

and second qubit, another one to the second and the third,
and so on. After we have performed N ⊗ 1 such gates, we
measure the state of the last qubit. How can we determine,
within a prescribed precision (say 1%), the probabilities of
obtaining +0¬ and +1¬ in that measurement?

One way to determine the probabilities using a classical
computer is to simulate the whole process. We take a vector
with 2N components and multiply it by a 2N × 2N matrix
every time we simulate the action of a gate. At the end, we
can use the standard rules of quantum mechanics to calcu-
late the desired probabilities. But as soon as N is on the order
of 30, we will not be able to store the vector and the matri-
ces in any existing computer. Moreover, the time required to
simulate the action of the gates increases exponentially with
the number of qubits.

With a quantum computer, in contrast, the computation
will need to be repeated several (on the order of 100) times
to get the desired precision, but each computation requires
only N ⊗ 1 gates. Thus, the quantum computer itself is much
more efficient for simulating quantum
systems, a conclusion already
reached by Richard Feynman in
1982.1,16 Of course, this particular ex-
ample is artificial and not related to a
real problem. However, there exist
physical systems that cannot be simu-
lated with classical computers but for
which a quantum computer could
offer important insights into some
physical phenomena not yet under-
stood.16 One could use a quantum
computer to simulate spin systems or
Hubbard models, for example, and
extract information about open ques-
tions in condensed matter physics.

Another possibility is to use an “analog” quantum computer
(in the spirit of a classical analog computer) to do the job:
One could choose a system that is described by the same
Hamiltonian that one wants to simulate but that can be very
well controlled and measured. 

The figure illustrates how a quantum simulator would
function. As shown in the top panel, the time-evolution op-
erator for a single time step, Û(t), can be built up from a se-
quence of single-qubit (red) and two-qubit (green) gates, here
operating on qubits a and b. The effective time-evolution op-
erator of the system being simulated, exp(⊗iHefft) where Heff
is the system’s effective Hamiltonian, is built up from a se-
quence of operators Û(t), as shown in the bottom panel.

To simulate a system of 30–50 qubits, error correction
may not be needed if the error per gate is relatively small (say
around 10%), but still larger than the one required for fault-
tolerant quantum computation (about 0.01%). In any case,
under certain conditions, the errors produced during the sim-
ulation may have effects similar to being at finite tempera-
ture; thus the result may still be useful to understand physical
processes.

. . .

. . .

a
b Û t( )

Û Û Û e–iH teff
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quantum repeaters for quantum communication. Atoms
have been trapped in several kinds of optical and magnetic
traps and have been moved very precisely to different lo-
cations in space. The groups of Mikhail Lukin, Ronald
Walsworth, Lene Hau (all at Harvard University), Eugene
Polzik (University of Aarhus), and Kimble have taken ini-
tial steps toward demonstrating the storage and subse-
quent readout of quantum states of light with atomic en-
sembles and toward establishing entanglement of distant
ensembles of laser fields. Such developments have the ul-
timate goal of building a quantum repeater for long-
distance quantum communications.17

The past two years have witnessed spectacular
progress in quantum information processing with quan-
tum optical systems. Whether such progress—or the
progress in solid-state systems—will eventually lead to the
construction of a useful quantum computer is still an open
question. What is already clear is that the complete con-
trol and manipulation of quantum systems will teach us
many things about quantum mechanics and will eventu-
ally allow us to investigate the complicated properties of
quantum many-body systems.
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