
Silicon is the workhorse of the mi-
croelectronics industry. But it has

its limitations. Researchers who de-
mand high-temperature, high-voltage,
and high-frequency properties in their
semiconductors turn instead to a sis-
ter material, silicon carbide. Thanks
to its larger band gap, SiC remains
semiconducting at much higher tem-
peratures, melts at 2800°C, and has a
hardness exceeded only by diamond.

Now, researchers led by Patrick
Soukiassian of the Atomic Energy
Commission (CEA) in Saclay, France,
and Yves Chabal of Rutgers Univer-
sity have discovered what could turn
out to be another advantageous prop-
erty of SiC: When its surface is ex-
posed to hydrogen atoms, it sponta-
neously forms two-atom-wide rows of
metallic character.1 That effect was a
surprise. “I’ve never heard of adsorp-
tion causing surface states—specifi-
cally, dangling bonds—to appear,”
says Victor Bermudez of the Naval
Research Laboratory. “It’s supposed to
remove them—it always does.” 

Reconstructed surfaces
The newly discovered metallic states
exist only on the surface, where elec-
tronic properties differ from those of
the bulk material. To appreciate the
difference, consider what happens
when you cleave a crystal along one of
its planes. The periodic bulk lattice
ends abruptly, which creates intrinsic
surface states localized on the top-
most layer of atoms. Those electronic
states arise from dangling bonds or
half-filled orbitals. 

In response to the dangling bonds,
surface atoms adjust the way they
bond to their neighbors in an effort to
minimize the total energy. The ad-
justment can take several forms. Sur-
face atoms can move up or down the
surface normal (termed “lattice relax-
ation”), alter their valence charge
density (termed “electronic relax-
ation”), or move in the surface plane
(termed “reconstruction”) to produce
new bonding configurations. One con-
sequence of reconstruction is the for-
mation of a quasi-two-dimensional

surface unit cell whose size and sym-
metry can be quite different from
those of the unreconstructed unit cell.

The effect of such rearrangement
can be profound. For example, sili-
con’s densest plane, (111), adopts a
complicated reconstruction in which
the 49 dangling bonds in each (7 × 7)
grouping of surface atoms combine to
leave just 19 dangling bonds. Reliably
predicting such reconstructions a priori
is extremely challenging. It took 20
years to resolve the (7 × 7) surface
structure of Si(111).

An intricate reconstruction is also
behind SiC’s metallic state. Souki-
assian, Chabal, and their colleagues
have focused on the (3 × 2) structure,
one of several known reconstructions of
the cubic SiC(100) surface. This struc-
ture is based on a three-layered Si-rich
arrangement, derived from the adsorp-
tion of “excess” Si on the bulk SiC lat-
tice. Figure 1a depicts the reconstruc-
tion. Silicon atoms form rows of tilted
Si–Si dimer bonds (top layer); those
rest on dimers (second layer) that are
rotated 90° in the plane and contain
two different bond lengths. Both of
those layers are arranged on top of a

full Si monolayer bonded to carbon. 
What makes the geometric relation

of the layers intriguing—and an es-
sential ingredient in the reaction with
hydrogen, it turns out—is the very
large (20%) mismatch between the
SiC and silicon lattice spacings. The
stress effectively compresses the Si
dimer layers and influences the elec-
tronic structure of the surface.

Simple electron counting shows
that the top-layer Si atoms each have
one unpaired electron in a dangling
orbital. Such partially filled states
must cross the Fermi level and would
create a metallic surface (that is, one
with no gap separating valence and
conduction bands) were it not for the
dimer’s tilt with respect to the surface
plane. Four years ago, Johannes Poll-
mann of the University of Münster in
Germany and colleagues showed that
the tilting is accompanied by a bond-
ing–antibonding interaction between
the dangling orbitals.2 This is an ex-
ample of electronic relaxation, as a re-
sult of which a bandgap opens up to
give a semiconducting surface with no
states at the Fermi level. 

Detective work
Originally, Soukiassian and his PhD
student Vincent Derycke were trying
to understand the Si-rich (3 × 2) 

Hydrogen Adsorbed on Silicon Carbide Creates
Metallic Surface States
Researchers expected adsorption to eliminate surface electronic states.
Instead, it created one-dimensional states that resemble nanowires.
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Figure 1. The reaction of silicon carbide with atomic hydrogen creates a one-
dimensional chain of metallic surface states. Atomic models distinguish a clean
SiC(100) (3 × 2) surface from a hydrogen-covered one. (a) A top (red/pink) adlayer
of tilted Si–Si bonds (dimers) covers a second layer of Si dimers (orange/yellow)
oriented orthogonal to the first layer. A third monolayer of Si atoms (silver) bonds
to a layer of carbon (black). (b) Atomic hydrogen (white) ties up (“passivates”) the
singly occupied dangling bonds on the clean-surface dimers (effectively untilting
them) and breaks the third-layer weak dimer bond. That bond-breaking leaves one
Si atom available to form a Si–H bond, and leaves the other atom caged in by the
geometry. Such blocking stabilizes the newly formed dangling bond on the Si.
(Adapted from ref. 1.)
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surface. As part of that in-
vestigation, they exposed
the surface to atomic hy-
drogen, which invariably
serves to tie up—that is,
“passivate” or “quench”—
dangling surface bonds.
The use of hydrogen (or a
host of other adsorbates) to
passivate semiconductor
surfaces goes back 30
years. The aim is to create
a chemically stable and
electrically neutral surface.
However, when Derycke
used ultraviolet photoelec-
tron spectroscopy (UPS) to
monitor changes in electron
binding energy of near-bulk
and surface atoms, he no-
ticed a remarkable wrinkle:
Top-layer dimers were, in-
deed, terminated with hy-
drogen, but a fresh new
band of surface states also
emerged.

As figure 2 shows, in-
creasing the hydrogen cov-
erage causes the band of
surface states, which are
evident on clean SiC as the
1.6-eV peak, to move to
lower energy and diminish. At satu-
rated coverage, the peak vanishes and
a new bump appears at the Fermi
level, the highest energy state occu-
pied with electrons. 

In the hope of identifying which
atomic structure causes the photo-
emission peak at the Fermi level, the
researchers turned to scanning tun-
neling microscopy. As an atom-resolv-
ing tool, the STM answered only part
of the puzzle. Hydrogen exposure un-
tilted the Si dimers in the top adlayer,
which made the dimer arrangement
symmetric, that is, parallel to the sur-
face. That arrangement is a well-
known sign of passivation on Si and it
corroborated the disappearing 1.6-eV
surface states. However, imaging of-
fered no insight into the bonding re-
arrangement that could account for
the newly emerging peak.

Configuring the STM so that it
works as a spectroscopy tool turned
out to be a more helpful approach.
Scanning tunneling spectroscopy
(STS) effectively maps a surface’s
electronic structure by measuring the
metal–semiconductor tunneling cur-
rent as a function of voltage. Tunnel-
ing from tip to sample occurs only
when the tip bias voltage is large
enough for the filled states of the
metal in the tip to line up with the
conduction band of the semiconductor.

As expected for the clean SiC sur-
face, electrons did not tunnel when

the tip bias voltage corresponded to
an energy between the valence and
conduction bands. Once hydrogen
began saturating the surface, STS
showed the absence of a surface
bandgap, consistent with emission at
the Fermi level in UPS. Here, then,
was a suggestion that the adsorption
of H was actually causing the appear-
ance of singly occupied dangling or-
bitals, where none existed on the bare
surface. The precise origin of the
state, however, remained a mystery. 

To understand that aspect of the
puzzle, Soukiassian sought the help of
his collaborators, Chabal and Fabrice
Amy, then at the Murray Hill, New
Jersey research labs of Agere Sys-
tems. Chabal and Amy used infrared
absorption spectroscopy (IRAS) to di-
agnose what mechanism could ac-
count for atomic bonding changes. 
Ordinarily, IRAS measures the vibra-
tional stretches that are frequency
fingerprints of a particular type of
bonding. Amy’s data confirmed that,
initially, hydrogen passivates surface
dimer rows (H-Si-Si-H), as inferred
from STM and UPS. However, using
IRAS to measure low-energy elec-
tronic transitions, Amy observed a
broadband electronic transition ex-
tending over the entire accessible fre-
quency range. That low-energy ab-
sorption continuum is a signature for
the excitation of electrons across the
Fermi level of a metal.

Amy and Chabal also
observed an unusual vibra-
tional stretch associated
with H attached to a Si–C
bond in the third layer.
That observation turned
out to be a critical clue.
According to the (3 × 2)
model, the formation of any
additional Si–H bonds must
be contingent on the break-
ing of the weak Si–Si bonds
in the sublayer trough
above the carbon plane,
shown schematically in 
figure 1b.

However, if H bonds
with one of the Si atoms,
the crowded arrangement
in that sublayer plane pre-
vents H from reaching the
other side of the broken
dimer bond. That resulting
dangling bond constitutes
the metallic state indi-
rectly evident in the STS
and UPS spectra.

Designer defects
The blocking effect, known
as steric hindrance, is a
consequence of the large

compressive strain between the bulk
layers of SiC and the Si-rich surface
layers. The resulting strain appears
to be the essential ingredient for sta-
bilizing the dangling bonds that are
responsible for the metallic band ap-
pearing at the Fermi level. The model
in figure 1b renders those dangling
bonds (marked by asterisks) as one-
dimensional features. 

Researchers have metallized sur-
faces before: Local STM-induced de-
sorption of H—used to create nano-
patterns and metallic wires on
H-passivated Si—is an example.3

However, Soukiassian and Chabal’s
work demonstrates the controlled cre-
ation of spatially localized atomic de-
fects that can, in principle, extend
over the entire surface.

But such defects aren’t necessarily
equivalent to 1D conducting wires. In-
deed, the rows of metallic defects
could act more like a polarizing grat-
ing than a grid of conducting wires. 

To ascertain the metallic character
of the defects, Chabal illuminated the
surface with polarized infrared radia-
tion. He found that electrons were not
excited by the infrared field polarized
along the row of defects. That observa-
tion contradicts the 1D-wire picture
and is more consistent with the model
of a complex electronic transition from
a dangling bond to the conduction band
minimum. Measuring conductivity is
an item on the experimental to-do list,
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Figure 2. Photoelectron spectra measure UV-induced emis-
sion of electrons located in distinct energy levels (or bands) on
the first few surface layers. The gradual disappearance of the
1.6-eV band of surface states (S) with hydrogen exposure is
consistent with passivation of the top-layer Si dimers as hydro-
gen ties up dangling bonds there. The bump at the Fermi level
(enlarged in blue) is a signature for a metallic state. The con-
comitant shift of the valence band maximum (B) toward higher
binding energies signals a shift in the surface Fermi level posi-
tion up to the conduction band edge. (Adapted from ref. 1.)
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but presents enormous challenges. At
most, there would be just one electron
per atom in half of one full plane avail-
able for conduction.

Conductivity aside, the demonstra-
tion of a weakly stabilized Fermi level
offers hope to those interested in mak-
ing reliable SiC ohmic contact with
other molecules or devices. The pres-
ence of a metallic component in an in-
trinsically insulating substrate like
SiC might facilitate charge transport
from SiC to an external metal contact.

Soukiassian and Chabal are also
trying to determine whether the dan-
gling bonds really fall on just one side
of the trough (as rendered in figure
1b) or whether a random pattern is
more likely. In any case, at some

range of temperatures, they expect
hydrogen to hop between the third-
layer dimers in a way that would
smear out the 1D line of electronic
states. That effect—hydrogen hop-
ping—could lead to interesting
physics itself and provide a basis for
studying 1D behavior. 

Mark Wilson
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The Force Need Not Be With You:
Curvature Begets Motion
Classical mechanics, like geometry,

can yield surprising results in a
non-Euclidean space. One such result,
recently discussed in the journal Sci-
ence by MIT planetary scientist Jack
Wisdom, concerns the motion of a
composite object as it undergoes a
cyclic series of changes in body shape.1

Consider, for example, a person mak-
ing the precise, regular motions of an
Olympic swimmer. In empty Euclid-
ean (flat) space, the swimmer’s center
of mass wouldn’t move; water in the
pool, of course, provides the external
reaction force that propels real swim-
mers. The curved-space surprise is
that a swimmer executing an appro-
priate cycle of internal changes can
move, even without external forces.

The ability to swim in a curved
space suggests that swimming should
be possible in four-dimensional curved
spacetime as well. But results that are
true for spatial surfaces aren’t always
true for spacetime. In his Science arti-
cle, Wisdom considered a particular
spacetime, called Schwarzschild space,
that describes spacetime outside a
spherically symmetric gravitational
source. (A black hole is the most fa-
mous example.) He found that a com-
posite object can indeed swim in
Schwarzschild space. “It’s a beautiful
idea,” says astrophysicist Edmund
Bertschinger of MIT, “that opens a new
avenue into rigid-body dynamics in
general relativity.”

Swimming on a sphere
As a prelude to his more complicated
analyses, Wisdom discussed a simple
system for which the mathematics be-
hind center-of-mass translation can be
pictorially displayed. Figure 1 illus-

trates two small disks undergoing a
four-step cyclic process on the surface
of a sphere. At the beginning of the
cycle, the two disks are at the equator
of the sphere, one right on top of the
other; the system has zero angular mo-
mentum. In the first step, some mass-
less coupling mechanism rotates each
disk by the same angle but in opposite
senses, consistent with angular mo-
mentum conservation. In the second
step, each disk is translated along a
meridian through an equal angle; one
moves north, one moves south. That
step also conserves angular momen-
tum. In the third step, the initial disk
rotations are undone. While the disks
return to their unrotated states, they
each have some angular momentum,
and, as the figure shows, the two an-
gular momenta do not cancel. To con-
serve angular momentum, each disk
must move westward along its latitude
line. In the final step, the disks are
brought back to the equator along a
meridian. They end up west of where
they began, but otherwise the system
has not changed. 

Wisdom showed that if the radius r
of each disk is small compared to that
of the sphere, R, and if the angles (q and
f respectively) by which each disk is ro-
tated and moved along a meridian are
also small, then the net angular trans-
lation c of the disks along the equator
is

c ⊂ (1/2)(r/R)2qf.

The translation involves only geometric

Cyclic deformations can alter the
free-fall motion of a composite
body as it moves through curved
spacetime.
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