Quantum Shot Noise

Fluctuations in the flow of electrons can signal the
transition from particlelike to wavelike behavior and
signify the nature of charge transport in mesoscopic

systems.

Carlo Beenakker and Christian Schénenberger

ci=E=he noise is the signal” was a saying of Rolf Landauer,
one of the founding fathers of mesoscopic physics.
What he meant was that fluctuations in time of a meas-
urement can be a source of information that is not pres-
ent in the time-averaged value. As figure 1 reminds us,
some types of noise are more interesting than others. A
physicist with access to sensitive ways of distinguishing
the granularity in a signal may delight in the noise.

Noise plays a uniquely informative role in the parti-
cle-wave duality. In 1909, Albert Einstein realized that
electromagnetic fluctuations vary depending on whether
the energy is carried by waves or by particles. The mag-
nitude of energy fluctuations scales linearly with the
mean energy for classical waves, but it scales with the
square root of the mean energy for classical particles.
Since a photon is neither a classical wave nor a classical
particle, the linear and square-root contributions coexist.
Typically, the square-root (particle) contribution domi-
nates at optical frequencies and the linear (wave) contri-
bution takes over at radio frequencies. If Isaac Newton
could have measured noise as the time-dependent fluctu-
ations from the mean intensity, he would have been able
to settle his dispute with Christiaan Huygens on the cor-
puscular nature of light—without actually needing to ob-
serve an individual photon. Such is the power of noise.

The diagnostic power of photon noise was further de-
veloped in the 1960s, when it was discovered that one can
tell the difference between radiation from a laser and that
from a black body on the basis of their fluctuating signals:
The wave contribution to the fluctuations is entirely ab-
sent for a laser; it is merely small for a black body. Noise
measurements are now a routine technique in quantum
optics, and Roy Glauber’s quantum mechanical theory of
photon statistics is textbook material.

Because electrons share the particle—~wave duality
with photons, one might expect fluctuations in the electri-
cal current to play a similar diagnostic role. Current fluc-
tuations due to the discreteness of the electrical charge are
known as shot noise. Although the first observations of
shot noise date from work on vacuum tubes in the 1920s,
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our quantum mechanical understand-
ing of electronic shot noise has pro-
gressed more slowly than our under-
standing of photon noise. Much of the
physical information shot noise con-
tains has been appreciated only re-
cently, from experiments on nanoscale
conductors,! where classical mechan-
ics breaks down. At that scale, shot
noise can reveal a rich variety of de-
tails about charge transport.

Types of electrical noise

Not all types of electrical noise are informative. The fluc-
tuating voltage across a conductor in thermal equilibrium
tells us only the value of the temperature 7. That sort of
thermal noise—called Johnson—-Nyquist noise after the
two physicists who first studied it quantitatively—extends
over all frequencies up to the quantum limit at £7/h. In a
typical noise experiment, one isolates the fluctuations in
a bandwidth Af around some frequency f. Thermal noise
has an electrical power of 4k TAf; independent of frequency,
it exhibits a “white” noise spectrum. One can directly
measure that electrical—or noise—power by the amount
of heat that it dissipates in a cold reservoir. Alternatively—
and this is how it is usually done—one measures the spec-
trally filtered voltage fluctuations themselves. Their mean
squared value is the product 42TRAf of the dissipated
power and the resistance R.

Theoretically, it is easiest to describe electrical noise
in terms of frequency-dependent current fluctuations 8I(f)
in a conductor with a fixed, nonfluctuating voltage V be-
tween the contacts. The equilibrium thermal noise corre-
sponds to the case of a short-circuited conductor at V = 0.
The spectral density S of the noise is the mean of the
squared current fluctuation per unit bandwidth:

S(f)=(I(F))/ Af. (1)

In equilibrium, the spectral density is proportional to the
conductance G and is independent of frequency: S = 4kTG.
To get more useful detail out of the noise spectrum, one
has to bring the electrons out of thermal equilibrium. If a
nonzero voltage is applied across the conductor, the noise
rises above that equilibrium value and becomes frequency-
dependent.

At low frequencies (typically below 10 kHz), the noise
is dominated by time-dependent conductance fluctuations,
arising from the random motion of impurities. Such con-
ductance fluctuations are called “flicker noise,” or “1/f noise”
because of their characteristic frequency dependence. The
spectral density varies quadratically with the mean current
I. At higher frequencies, the spectral density becomes fre-
quency independent (“white”) and linearly proportional to
the current—both are the characteristics of shot noise.

The term shot noise has its origin in the analogy be-
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Figure 1. Whether noise is a nuisance
or a signal may depend on whom you
ask. In the right hands—at low temper-
atures and on nanoscopic scales—shot
noise can be a physical resource useful
for measuring the unit of charge trans-
ported in a tunnel junction, determin-
ing the time scales on which scattered
electrons change their character from
particlelike to wavelike, and predicting
the entanglement of electrons in quan-
tum dots. (Cartoon by Rand Kruback.
Reprinted by permission of Agilent
Technologies.)

(See Jainendra Jain’s article on com-
posite fermions in PHYSICS TODAY,
April 2000, page 39.) Christian Glattli
and collaborators at the Centre
d’Etudes de Saclay in France and
Michael Reznikov and collaborators at
the Weizmann Institute of Science in

tween electrons and the small pellets of lead that hunters
use for a single charge of a gun. Walter Schottky coined
the term when he predicted in 1918 that a vacuum tube
would have two intrinsic sources of time-dependent cur-
rent fluctuations: noise from the thermal agitation of elec-
trons (thermal noise) and noise from the discreteness of
the electrical charge (shot noise). In a vacuum tube, the
cathode emits electrons randomly and independently. In
such a Poisson process, the mean of the squared fluctua-
tion of the number of emission events is equal to the av-
erage count of electrons. The corresponding spectral den-
sity is S = 2el. The factor of 2 appears because positive
and negative frequencies contribute identically.

Measuring the unit of transferred charge

Schottky proposed measuring the value of the elementary
charge from the shot noise power—perhaps more accu-
rately than Robert Millikan’s oil-drop measurements pub-
lished a few years earlier. Later experiments showed that
the accuracy is not better than a few percent, mainly be-
cause the repulsion of electrons in the space around the
cathode invalidates the assumption of independent emis-
sion events.

It may happen that the granularity of the current is
not the elementary charge, but some multiple of it. One
cannot tell which from the mean current, but from the
noise: S = 2¢l if charge is transferred in independent
units of q. The ratio F = S/2el, called the Fano factor after
Ugo Fano’s 1947 theory of the statistics of ionization,
measures the unit of transferred charge.

One example of ¢ # e is the shot noise at a tunnel junc-
tion between a normal metal and a superconductor.
Charge is added to the superconductor in Cooper pairs, so
one expects ¢ = 2¢ and F' = 2. This doubling of the Poisson
noise has been measured very recently.? (Earlier experi-
ments in disordered systems? also show a doubling, along
with other effects as we discuss later.)

A second example is offered by the fractional quantum
Hall effect. A nontrivial implication of Robert Laughlin’s
theory is that tunneling from one edge of a Hall bar to the
opposite edge proceeds in units of a fraction g = e/(2p + 1)
of the elementary charge.* The integer p is determined by
the filling fraction p/(2p + 1) of the lowest Landau level.
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Israel independently measured F' =/,
for p =1 in the fractional quantum
Hall effect;® figure 2 illustrates their experimental results.
More recently, the Weizmann group extended the noise
measurements to p = 2 and p = 3. The experiments at p =
2 show that the charge inferred from the noise may be a
multiple of e/(2p + 1) at the lowest temperatures, as if the
quasiparticles tunnel in bunches. How to explain the bunch-
ing is still unknown.

Quiet electrons
Correlations among electrons reduce the noise below the

value

S,

Poisson 261 (2)
expected for a Poisson distribution of uncorrelated cur-
rent pulses of charge q¢ = e. Coulomb repulsion is one
source of correlations, but in a metal it is strongly
screened and ineffective. The dominant source of correla-
tions is the Pauli principle, which prevents double occu-
pancy of an electronic state and leads to Fermi statistics
in thermal equilibrium. In a vacuum tube or tunnel junc-
tion, the mean occupation of a state is so small that the
Pauli principle is inoperative, (and Fermi statistics is in-
distinguishable from Boltzmann statistics). But that is
not the case in a metal.

An efficient way of accounting for the correlations
uses Landauer’s description of electrical conduction as a
transmission problem. According to the Landauer for-
mula, the time-averaged current I equals the conductance
quantum 2e%h (which includes a factor of two for spin)
times the applied voltage V times the sum over transmis-
sion probabilities T',:

2 N
I-22vyyr, 3)
h’ n=1

The conductor can be viewed as a parallel circuit of N in-
dependent transmission channels with a channel-depend-
ent transmission probability 7,. And one can liken such
transmission channels to electromagnetic modes in a
waveguide. T', is formally defined as the nth eigenvalue of
the product ¢ - ¢" of the N X N transmission matrix ¢ and
its Hermitian conjugate. In a one-dimensional conductor,
which, by definition, has one channel, one would have sim-
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ply T, = |t[?, with ¢ being the transmission amplitude.

The number of channels N is large in a typical metal
wire. One has N = A/AZ up to a numerical coefficient for a
wire with cross-sectional area A and Fermi wavelength Ay.
Due to the small Fermi wavelength A, = 1 A of a metal, N
is of order 107 for a typical metal wire of width 1 um and
thickness 100 nm. In a semiconductor, typical values of N
are smaller but still much larger than 1.

At zero temperature, the noise is related to the trans-
mission probabilities by ¢

2% X
S=2e7V2Tn(1—Tn). (4)
n=1

The factor 1 — T, describes the reduction of noise due to
the Pauli principle. Without it, the noise spectrum would
simply reflect the Poisson process, that is, S = Sp;on

The shot noise formula, shown in equation 4, has an
instructive statistical interpretation.” Consider first a 1D
conductor. Electrons in a range eV above the Fermi level
enter the conductor at a rate eV/h. In a time 7, the num-
ber of attempted transmissions is 7eV/h. This number does
not fluctuate at zero temperature, because each occupied
state contains exactly one electron (Pauli principle). Fluc-
tuations in the transmitted charge @ occur because such
transmission attempts are successful with a probability T,
that differs from 0 or 1. The statistics of @ is binomial, so
charge transport follows the same statistical rules that de-
termine the number of heads one gets when tossing a coin.
The mean of the squared fluctuation (§@?) of the charge for
binomial statistics is given by

(8Q*)=e*(reV/R)T,(1-T;). (5)

The relation S = (2/7)(6Q% between the mean-squared
fluctuation of the current and that of the transmitted
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Figure 2. Current noise measured in the fractional quantum
Hall regime reveals fractionally charged quasiparticles. The
data points with error bars (adapted from L. Saminadayar et
al., ref. 5) are the measured values at 25 mK and the open
circles include a correction for finite tunneling probability.
The slopes (in blue) distinguish noise power measured from
quasiparticles with charge ¢; and electrons with charge e.
The tunneling data fall along the slope corresponding to the
fractionally charged quasiparticles. The schematic inset illus-
trates the experimental setup. Most of the current flows
along the lower edge of the 2D electron gas from contact 1
to contact 2 (solid red line), but some quasiparticles tunnel
across the split-gate electrode (green) to the upper edge and
end up at contact 3 (dashed red line). Researchers first spec-
trally filtered the current at contact 3, then amplified the sig-
nal, and finally measured the mean of the squared fluctua-
tion—the noise power.

charge brings us to equation 4 for a single channel. Since
fluctuations in different channels are independent, the
multichannel version is simply a sum over channels.

The quantum shot noise formula shown in equation 4
has been tested experimentally in a variety of systems.
The Reznikov and Glattli groups used a quantum point
contact—a narrow constriction in a 2D electron gas with a
quantized conductance. The quantization occurs because
the transmission probabilities are either close to 0 or close
to 1. Equation 4 predicts that the shot noise should van-
ish when the conductance is quantized, and this was in-
deed observed. (The experiment was reviewed by Henk
van Houten and Carlo Beenakker in PHYSICS TODAY, July
1996, page 22.)

A more stringent test used a single-atom junction ob-
tained by the controlled breaking of a thin aluminum
wire.® The junction is so narrow that the entire current is
carried by only three channels (N = 3). The transmission
probabilities T, T,, and T, could be measured independ-
ently from the current—voltage characteristic in the su-
perconducting state of aluminum. By inserting these three
numbers (the “pin code” characterizing the junction) into
equation 4, a theoretical prediction is obtained for the shot
noise power. That prediction turned out to be in good
agreement with the measured value.

Detecting open transmission channels

The analogy between an electron emitted by a cathode and
a bullet shot by a gun works well for a vacuum tube or a
point contact, but seems like a rather naive description of
the electrical current in a disordered metal or semicon-
ductor. There is no identifiable emission event when cur-
rent flows through a metal, and one might question the
very existence of shot noise. Indeed, for three quarters of
a century after the first vacuum tube experiments, not a
single measurement existed of shot noise in a metal. A
macroscopic conductor (a piece of copper wire, say) shows
thermal noise, but no shot noise.

We now understand that, to observe shot noise in a
metal, the temperature and length scale requirements are
fairly specific: The length L of the wire should be short
compared to the inelastic electron—phonon scattering
length [, , which becomes longer and longer as one lowers
the temperature. For L > [, , each segment of the wire of
length [,  generates independent voltage fluctuations, with
the net result that the shot noise power is reduced by a
factor /, /L. Thermal fluctuations, in contrast, are not re-
duced by inelastic scattering; such scattering only helps
establish thermal equilibrium. That explains why, for a
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long time, only thermal noise could be observed in macro-
scopic conductors. Incidentally, inelastic electron—electron
scattering, which persists to much lower temperatures
than electron—phonon scattering, does not suppress shot
noise, but rather slightly enhances the noise power.®

Researchers performing early experiments!’ on meso-
scopic semiconducting wires observed the linear relation
between noise power and current that is the signature of
shot noise, but could not accurately measure the slope. An-
drew Steinbach and John Martinis at NIST in Boulder,
Colorado, collaborating with Michel Devoret from
CEA/Saclay, performed the first quantitative measure-
ment in a thin-film silver wire."

The data shown in figure 3 (from a more recent ex-
periment) presents a puzzle: If we calculate the slope, we
find a Fano factor of ¥/; rather than 1. Surely there are no
fractional charges in a normal metal conductor, so the ex-
planation must lie somewhere else.

Indeed, electrons in a disordered wire conduct charge
diffusively, an entirely different physical process than the
tunneling discussed in figure 2. Prior to the experiments,
a Y5 Fano factor in a disordered conductor had actually
been predicted independently by Kirill Nagaev of the In-
stitute of Radio Engineering and Electronics of the Russ-
ian Academy of Sciences (RAS) in Moscow and by one of
us (Beenakker) with Markus Bittiker of the University of
Geneva.'? To understand the experimental finding, recall
the general shot noise formula of equation 4, which says
that sub-Poissonian noise, F' < 1, occurs when some chan-
nels are not weakly transmitted. These “open channels”
have T’ close to 1 and therefore contribute to the noise less
than one would expect for a Poisson process.

The appearance of open channels in a disordered con-
ductor is surprising. Oleg Dorokhov of the RAS’s Landau
Institute for Theoretical Physics in Moscow first noticed
the existence of open channels in 1984, but the physical
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Figure 3. Sub-Poissonian shot noise in a disordered gold
wire. At low currents, the black curve shows the noise satu-
rate at the level set by the temperature of 0.3 K. Otherwise,
the linear relation between noise power and current is the
signature of shot noise. The slope is proportional to the Fano
factor F, which measures the unit of transferred charge. Pois-
sonian noise would have F = 1, drawn here as the red line.
The experimental value F = '/; indicates the presence of
strongly conducting transmission channels. (Adapted from
M. Henny et al. ref. 11.)

implications were only understood some years later, no-
tably through the work of Yoseph Imry of the Weizmann
Institute. The /3 Fano factor follows directly from the prob-
ability distribution that Dorokhov derived for the trans-
mission eigenvalues, shown in figure 4.

Some experimental demonstrations® show the inter-
play between the doubling of shot noise due to supercon-
ductivity and the Y/; value due to open channels. Those ex-
periments result in a ?/; Fano factor and show that open
channels are a general and universal property of disor-
dered systems.

Distinguishing particles from waves

So far, we have presented two diagnostic properties of shot
noise: It measures the unit of transferred charge in a tun-
nel junction and it detects open transmission channels in
a disordered wire. A third diagnostic property of shot noise
is useful in the study of semiconductor microcavities
known as quantum dots or electron billiards. These elec-
tron billiards are small confined regions in a 2D electron
gas, free of disorder, with two narrow openings through
which a current is passed. If the shape of the confining po-
tential is sufficiently irregular—and it typically is—the
classical dynamics is chaotic and one can search for traces
of that chaos in the quantum mechanical properties.

Measuring the shot noise in an electron billiard allows
one to distinguish deterministic scattering, characteristic
for particles, from stochastic scattering, characteristic for
waves. Particle dynamics is deterministic: Initial position
and momentum fix the entire trajectory. In particular, they
determine whether the particle will be transmitted or re-
flected, so the scattering is noiseless on all time scales.
Wave dynamics is stochastic: The quantum uncertainty in
position and momentum introduces a probabilistic ele-
ment into the dynamics, so it becomes noisy on sufficiently
long time scales.

From this qualitative argument, one of us
(Beenakker) and van Houten predicted many years ago the
suppression of shot noise in a conductor with determinis-
tic scattering.'* More recently, Oded Agam of the Hebrew
University in Jerusalem, Igor Aleiner of SUNY at Stony
Brook, and Anatoly Larkin of the University of Minnesota
in Minneapolis developed a better understanding, and a
quantitative description, of how shot noise measures the
transition from particle to wave dynamics.!* The key con-
cept is the Ehrenfest time, which is the characteristic time
scale of quantum chaos.

In classical chaos, the trajectories are highly sensitive
to small changes in the initial conditions and are uniquely
determined by them. A change 6x(0) in the initial coordinate
is amplified exponentially in time: dx(¢) = dx(0)e*. Quantum
mechanics introduces an uncertainty in 5x(0) of the order of
the Fermi wavelength A;. One can think of 6x(0) as the ini-
tial size of a wavepacket. The wavepacket spreads over the
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Figure 4. Bimodal probability distribution of the transmis-
sion eigenvalues of a disordered wire, with a peak at 0 for
closed channels and a peak at 1 for open channels. The
functional form of the distribution (derived by Oleg
Dorokhov) is P(T) &« T-'(1 — T)~"2. The '/, Fano factor
follows directly from the ratio [ PP(T)dT/ [ TATYdT = %/,
which takes on a universal value.

entire billiard (of size L) when 8x(¢) = L. The time at which
this happens is called the Ehrenfest time,

g =a ' In(L/Ay). (6)

The name refers to Paul Ehrenfest’s 1927 principle
that quantum mechanical wavepackets follow classical,
deterministic, equations of motion. In quantum chaos, that
correspondence principle loses its meaning, and the dy-
namics becomes stochastic on time scales greater than .
An electron entering the billiard through one of the open-
ings dwells inside, on average, for a time 7, before exit-
ing again. Whether the dynamics is deterministic or sto-
chastic depends, therefore, on the ratio 7,,./m;- The
theoretical expectation for the Fano factor’s dependence on
this ratio is plotted in figure 5.

Stefan Oberholzer, Eugene Sukhorukov, and one of us
(Schonenberger)!® conducted an experimental search for the
suppression of shot noise by deterministic scattering. An
electron billiard (area A = 1 um?) with two openings of vari-
able width was created in a 2D electron gas by means of gate
electrodes. The dwell time, given by 7,,., = m*A/AN, with
m* the electron effective mass, was varied by changing the
number of modes N transmitted through each of the open-
ings. The experimental data are shown in figure 5.

The Fano factor has the value Y/, for long dwell times,
as expected for stochastic chaotic scattering. The Y/, Fano
factor for a chaotic billiard has the same origin as the /s
Fano factor for a disordered wire, explained in figure 4.
The numbers differ because of a larger fraction of open
channels in a billiard geometry. The reduction of the Fano
factor below Y/, at shorter dwell times fits the exponential
function F' = Y,exp(—75/74,.) of Agam, Aleiner, and Larkin.
However, the accuracy and range of the experimental data
are not yet sufficient to distinguish this prediction from
competing theories, notably the rational function
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Figure 5. Dependence of the Fano factor F of an electron
billiard on the average time 7., that an electron dwells in-
side the cavity. The data points were measured in a two-
dimensional electron gas confined to an irregularly shaped
region, and the solid curve is the theoretical prediction

F = /,exp(—=7¢ /74, for the transition from stochastic to
deterministic scattering, with Ehrenfest time 7, = 0.27 ns as
a fit parameter. The inset image illustrates the sensitivity to
initial conditions of the chaotic dynamics: Tiny variations in
the electron’s path (red or green) determine where it exits.
(Adapted from ref. 14 with experimental data from ref. 15.)

F =11 + rg/my, )" predicted by Sukhorukov for short-
range impurity scattering.

Entanglement detector

Sukhorukov, Guido Burkard, and Daniel Loss proposed
the fourth and final diagnostic property that we discuss in
this overview: shot noise as detector of entanglement.¢

A multiparticle state is entangled if it cannot be fac-
tored into a product of single-particle states. Entangle-
ment is the primary resource in quantum computing: Any
speed advantage over a classical computer vanishes if the
entanglement among electrons is lost, typically through
interaction with the environment. (See the articles by John
Preskill, PHYSICS TODAY, June 1999, page 24, and Barbara
Terhal, Michael Wolf, and Andrew Doherty, PHYSICS
ToDAY, April 2003, page 46.) Electron—electron interac-
tions can lead quite naturally to an entangled state, but to
use the entanglement in a computation, one would need to
spatially separate the electrons without destroying the en-
tanglement. In that respect, the situation in the solid state
differs from that in quantum optics, in which the produc-
tion of entangled photons is a complex operation, whereas
their spatial separation is easy.

A pair of quantum dots—each dot containing a single
electron—forms the building block for one type of solid-
state quantum computer. The strong Coulomb repulsion
keeps the electrons separate. The two spins are entangled
in the singlet ground state Y/ (|1)|}) — [1)[1)). This state
may already have been realized experimentally,” but how
can one tell? Noise has the answer.

To appreciate the fundamental difference between
“quiet electrons” and “noisy photons,” compare their sta-
tistics. Fermi statistics causes the electron noise to be
smaller than the Poisson value in equation 2; that is ex-
pected for classical particles. For photons, the noise is big-
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Beam splitter

Entangler

Figure 6. Production and detection of a
spin-entangled electron pair. The double
quantum dot (yellow) is defined by gate
electrodes (green) on a two-dimensional
electron gas. The two voltage sources at
the far left inject one electron into each
dot, which results in an entangled spin-
singlet ground state. A voltage pulse on
the gates then forces the two electrons
to enter opposite arms of the ring. Scat-

ger than the Poisson value because of Bose statistics. What
distinguishes the two is whether the wavefunction is sym-
metric or antisymmetric under exchange of particle coor-
dinates. A symmetric wavefunction causes the particles to
bunch together, which increases the noise; an antisym-
metric wavefunction has the opposite effect, antibunching.
The key point is that only the symmetry of the spatial part
of the wavefunction matters for the noise. Although the full
many-body electron wavefunction, including the spin de-
grees of freedom, is always antisymmetric, the spatial part
is not so constrained. In particular, electrons in the spin-
singlet state have a symmetric wavefunction with respect
to exchange of coordinates and will therefore bunch to-
gether like photons.

The experiment proposed by the Loss group is
sketched in figure 6. The two building blocks are the en-
tangler and the beam splitter. The beam splitter is used to
perform the electronic analogue of the optical Hanbury
Brown and Twiss experiment.!® In such an experiment, one
measures the cross-correlation of the current fluctuations
in the two arms of a beam splitter. Without entanglement,
the correlation is positive for photons (bunching) and neg-
ative for electrons (antibunching). The observation of a
positive correlation for electrons is a signature of the en-
tangled spin-singlet state. In a statistical sense, the en-
tanglement makes the electrons behave like photons.

An alternative to the proposal shown in figure 6 is to
start with Cooper pairs in a superconductor, which are also
in a spin-singlet state.!® The Cooper pairs can be extracted
from the superconductor and injected into a normal metal
by applying a voltage across a tunnel barrier at the
metal-superconductor interface.

The experimental realization of one of those two the-
oretical proposals would open up a new chapter in the use
of noise to probe quantum mechanical properties of elec-
trons. Although that range of applications is still in its in-
fancy, the field as a whole has progressed far enough to
prove Landauer right: There is a signal in the noise.
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