
Experiment and Theory Combine to Probe the
Quantum Chemistry of Molecular Beams

Collisions make chemical reactions
possible. Scattering collisions

kick reactants into excited states;
reactive collisions finish the job.
Understanding these collisions—
being able to predict and control
them—is one of physical chemistry’s
ultimate prizes. With it would come
not just the satisfaction of explaining
chemical reactions from quantum
fundamentals, but also the ability to
steer such industrially important
reactions as combustion.

The quest is daunting. Molecules,
even simple ones, possess a plethora
of quantum states, whose interactions
with each other and with those of
approaching reactants can create a
mixture of thousands of initial and
final states. Faced with this quantum
stew, physical chemists who study col-
lisions reduce the number of compli-
cating ingredients by working with
molecular beams. In this approach,
the number of states is pared down to
a handful, offering the theorist the
hope of predicting what’s going on.

Two recent papers have applied
molecular beams to probe a simple
system with unprecedented detail.
Using crossed beams of nitric oxide
molecules and argon atoms, a team
led jointly by David Chandler of San-
dia National Laboratory’s campus in
Livermore, California, and Joseph
Cline of the University of
Nevada, Reno, has directly
measured how NO mole-
cules rotate after collisions.1

Also using crossed NO
and Ar beams, Hiroshi Koh-
guchi and Toshinori Suzuki
of the Institute for Molecu-
lar Science in Okazaki,
Japan, have explored colli-
sions that either change or
conserve NO’s electronic
angular momentum.2

By exploiting the latest
experimental techniques and
equipment, both teams strin-
gently tested the latest theo-
retical calculations of the
University of Maryland’s Mil-
lard Alexander, who joined
Kohguchi and Suzuki on their
paper. “Here we have the
whole nine yards,” says Flem-

ing Crim of the University of Wiscon-
sin–Madison. “Elegant experiments
along with high-caliber theory.”

Unpaired electron
The NO–Ar system is a popular choice
for crossed-beam experiments for sev-
eral reasons. Argon atoms, thanks to
their symmetry and filled shells, lack
internal modes of vibration or rota-
tion and are chemically unreactive.
The atoms’ ability to transfer and
absorb only one form of energy—
translational—simplifies the analysis
of NO–Ar collisions.

Unlike its diatomic kin O2 and N2,
NO has a single unpaired electron.
Consequently, the transitions used to
monitor the molecule fall conveniently
in the spectral realm accessible with
tabletop lasers.

The unpaired electron marks NO
as a radical. Highly reactive, radicals
act as go-betweens in thermal and
photochemical reactions. They also
trigger and propagate polymerization
and combustion reactions. Chemists
want to know more about how NO and

other radicals behave.
But NO’s unpaired electron also

makes the system difficult to model
theoretically. One of the key ingredi-
ents in theoretical models is the
potential energy surface (PES), a mul-
tidimensional entity that embodies
the potential between the reactants at
each configuration of their nuclei. In
the case of NO–Ar, two slightly differ-
ent, coexisting potential surfaces,
dubbed A� and A�, arise depending on
whether the p orbital that harbors
NO’s unpaired electron lies in the col-
lision plane or points perpendicular to
it. At large separations, the orienta-
tion of the electron doesn’t matter. But
collisions take place on A� and A�
simultaneously, with inevitable quan-
tum complications.

Experiments don’t yield the PES
directly. Rather, they measure various
post-encounter properties, such as the
reactants’ velocities, that can be relat-
ed to the PES. One of the most fruit-
ful diagnostics is the differential cross
section (DCS), which gives the proba-
bility that a molecule will emerge
from an encounter with a particular
velocity, angular momentum, and
quantum state.

Measuring the DCS, though, is a
considerable challenge. Each differen-
tial in the DCS is a slice from the total
scattering cross section. As with

pizza, the more you slice,
the smaller the portions.
That’s good if you want to
probe as many features of
the PES as possible, but
bad if you want each por-
tion to contain a statistical-
ly significant amount of
experimental data.

Imaging ions
To carry out their investi-
gations, the Sandia–Neva-
da and Okazaki–Maryland
teams used refined versions
of the ion imager that was
invented in 1987 by Chan-
dler and Cornell Universi-
ty’s Paul Houston.

As in other molecular-
beam experiments, the
beams are created by first
releasing pressurized gas

�Just as golfers gauge the slope of a
green before holing a putt,

chemists seeking to predict a reac-
tion’s outcome need to know the
potential energy between reactants.

FIGURE 1. CROSSED-BEAM ION IMAGER at the Institute for
Molecular Science in Okazaki, Japan. The large cylinders house
the beams. The imaging equipment sits on top of the apparatus.
(Courtesy of Toshinori Suzuki.)

© 2002 American Institute of Physics, S-0031-9228-0201-320-0 JANUARY 2002    PHYSICS TODAY    13



14 JANUARY 2002    PHYSICS TODAY http://www.physicstoday.org

into high vacuum. At the sud-
den drop of pressure, some of
the molecules lose almost all
their thermal energy and end
up in their ground state. Colli-
mating these cold molecules
creates a narrow beam, whose
speed is determined by the
molecules’ mass.

Figure 1 shows the Okazaki
lab’s apparatus and illustrates
the basic geometry of both
experiments. The two large sil-
ver-colored cylinders house the
beams: one of pure Ar; the
other, a beam of 5% NO and
95% Ar (a beam of pure NO
would flow too slowly to get
excited by an Ar beam). Both
beams move at the character-
istic Ar flow speed, which
yields a collision energy of
about 65 meV. That energy, if
it’s completely converted into
NO rotation, excites an NO molecule
into the j = 16.5 total angular momen-
tum state.

Because the NO molecules are ran-
domly oriented, the Ar atoms hit them
with a range of impact parameters,
causing the NO molecules to fly off in a
variety of directions with a variety of
speeds and rotational states. The imag-
ing equipment doesn’t detect these
states simultaneously. Distinguishing
them would be impossible. Instead, NO
molecules in a particular quantum
state are selectively ionized in a scheme
known as REMPI (resonance-enhanced
multiphoton ionization).

Illuminating the collision zone is a
laser whose wavelength is selected to
excite a particular postcollision quan-
tum state. A second laser with a differ-
ent frequency then ionizes the excited
molecules, which, as ions, are acceler-
ated by an electrode up toward a
microchannel plate (MCP) above the
collision zone. Because the ions each
retain whatever transverse velocity
they picked up from their collisions,
they make their way to the MCP as an
expanding cloud whose shape and size
bear the imprint of the DCS. When an
ion hits the detector, it creates a pulse
of electrons that excites a sensitizer
screen to make a spot of light. Acharge-
coupled device camera, located behind
the MCP, records the location of the
light spots until enough have accumu-
lated to form an image.

The resulting ion image captures
a two-dimensional projection of the
expanding cloud of reactants. Math-
ematically transforming the image
yields the DCS for a particular final
quantum state. Other states are
imaged by retuning the lasers’
frequencies.

The ion imager’s ability to capture
all deflection angles continuously and
simultaneously for a given state is
what makes the device so powerful.
Before its advent, a DCS had to be
measured piecemeal by moving a non-
imaging detector from position to
position and combining the data.

State of the art
To see features in the state-resolved
DCS requires a velocity resolution of
a few percent. Achieving that resolu-
tion has depended on a series of
improvements to Chandler and Hous-
ton’s original scheme.

In 1997, André Eppink and David
Parker of the University of Nijmegen
in the Netherlands replaced the simple
mesh grid electrode in their ion imag-
er with a set of electrostatic lenses. The
lenses’ curved field focuses ions of the
same velocity onto the same spot on the
image, regardless of where in the inter-

action volume they lost their
electrons. One of the largest
sources of blurring is thereby
mitigated.

To use as much of the cam-
era’s field of view as possible, the
ion imager in Okazaki incorpo-
rates a hexapole lens that
makes sure that the expanding
cloud of ions hits the camera
dead center. Accurately model-
ing the beams and their interac-
tion with the two lasers also
helps to optimize the resolution.

With these improvements,
the resolution of the images is
mostly limited by the velocity
spread of the beams. Reducing
the spread—a tough problem—
is under active investigation at
Sandia, Okazaki, and other labs.

Sense of rotation
The Sandia–Nevada team

sought to determine how NO mole-
cules rotate after colliding with Ar
atoms. By circularly polarizing their
ionizing laser, the researchers could
selectively image molecules rotating
clockwise or counterclockwise.

What they found was fairly sur-
prising. As figure 2 shows, the DCS
has regions where the scattered mol-
ecules prefer to rotate either clock-
wise or counterclockwise. Further-
more, the regions’ features depend on
how much total angular momentum j
the NO molecules acquire after their
collisions: the smaller the gain, the
more complicated the pattern.

Accounting for this behavior
proves how carefully even this appar-
ently simple system has to be mod-
eled. By combining Alexander’s PES
model with classical dynamics, the
Sandia–Nevada team could success-
fully reproduce its experimental
results for high-j collisions, the main
complication being the possibility that
the rapidly rotating NO molecule
could hit the Ar atom a second time
before escaping.

But for low-j collisions, the classi-
cal approach fails. An NO molecule
gains the most angular momentum
when an Ar atom smacks it almost
dead center. Lower-j collisions are
subtler. Two different initial trajecto-
ries, feeling different areas of the
PES, could converge with each other
after a collision. Quantum interfer-
ence ensues, and modeling the inter-
actions requires treating the mole-
cules and atoms as waves—which is
what Alexander’s HIBRIDON suite of
computer programs does.

The combination of HIBRIDON
and the PES model could capture the
overall features of the low-j collisions,
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FIGURE 2. COLLISIONS SCATTER

nitric oxide molecules in different direc-
tions, depending on their sense of rota-
tion and final angular momentum j. In
these images, the collisions are viewed in
their center of mass frame from above.
The NO beam comes from the right; the
Ar beam from the left. Because NO orig-
inated from the right, the left side of the
images captures forward-scattered NO;
the right side, back-scattered NO. The
four images were produced by subtract-
ing images of clockwise rotating mole-
cules from those of counterclockwise
rotating molecules. The color bar
extends from purple (all clockwise) to
red (all counterclockwise). (Adapted
from ref. 1.) 



but not all of them. Significantly,
Alexander’s latest and best PES
model, which takes a supercomputer
one month to compute, did a better job
of fitting the data than his previous
version. Correctly predicting the rota-
tional features in the DCS is clearly a
sensitive test of PES models.

Change or conserve
In their experiments, Kohguchi and
Suzuki looked at two different types
of inelastic collision: ones that either
change or conserve NO’s total elec-
tronic angular momentum W.

In the ground state, the spin and
orbital angular momentum of the
unpaired electron point in opposite
directions, so W = 1/2. In the next
highest state, the two momenta are
aligned, so W = 3/2. After a collision,
an NO molecule could end up in
either state, with any of the allowed
values of total angular momentum j
(which, along with W, includes the

rotational angular momentum of the
O and N nuclei).

Kohguchi and Suzuki measured
the DCS for DW = 0 collisions at 11 dif-
ferent values of j and DW = 1 collisions
at 9 different values of j.

The measured DCS varies consid-
erably with final angular momentum
state. But the experiments also show
various features. At j = 7.5, for
instance, the DCS has three peaks—
at deflection angles of about 40°, 70°,
and 110°.

As with the rotation data, predict-
ing these and other features of the
experimental data requires rigorous
quantum mechanical treatment of
the scattering. Alexander’s latest
PES, coupled with HIBRIDON, can
match Kohguchi and Suzuki’s data in
most cases. But the combination
doesn’t succeed completely. Discern-
able discrepancies occur for DW = 1
and the medium-sized j values of 5.5
to 8.5. The extreme sensitivity of the

model to the difference between the A�
and A� surfaces could be the culprit.

Alexander sees evidence that vary-
ing the NO bond separation in his mod-
els might account for discrepancies.
That suggestion is puzzling because
exciting NO’s lowest vibrational state
requires 233 meV—far more than the
64 meV available in the collisions
Kohguchi and Suzuki measured.

Whether they play a role in low-
energy scattering collisions or not,
vibrations, and the complications they
bring with them, must be incorporat-
ed into the next step in this enter-
prise: predicting the outcomes of col-
lisions that transform their partici-
pants chemically. 

CHARLES DAY
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Electron Diffraction by Light, Envisioned 
70 Years Ago, Is Observed at Last

Louis de Broglie’s 1923 proposal
that particles could display wave

behavior paved the way to modern
quantum mechanics. Within five
years, Clinton Davisson and Lester
Germer in the US, and George Thom-
son in Scotland, confirmed de
Broglie’s proposal by diffracting elec-
trons off crystals. In 1933, Peter
Kapitza and Paul Dirac proposed that
a grating of standing waves of light
could also diffract electrons: The dif-
fraction peak separation would be
proportional to the de Broglie wave-
length of the electrons and inversely
proportional to the wavelength of the
light making the standing waves.

Kapitza–Dirac diffraction does not
change the electron’s energy. This dif-
fraction contrasts with the more famil-
iar Compton scattering, in which an
electron gains energy by interacting
with a single photon. The diffraction
predicted by Kapitza and Dirac arises
through electrons interacting, by vir-
tual absorption and stimulated emis-
sion, with an even number of photons.

The interaction is sufficiently weak
that it could not be tested with the
technology available in 1933: One
needs pulsed lasers to get the requi-
site light intensity. In 1968, Lawrence
Bartell and coworkers successfully
scattered free electrons off standing
light waves, and 20 years later, while
at Bell Labs, Philip Bucksbaum and
colleagues studied the scattering in

detail.1 Until recently, however, no
one had observed the coherent dif-
fraction peaks that characterize the
Kapitza–Dirac effect.

Now, at last, Herman Batelaan,
Daniel Freimund, and Kayvan Afla-

tooni, working at the University of
Nebraska–Lincoln, have observed
coherent diffraction.2 “This has been
a long time coming,” commented
David Pritchard of MIT, who led a
team that observed a similar diffrac-
tion of neutral sodium atoms in the
mid-1980s.3 “And it’s really nice to see
a definitive result.”

The heart of the Nebraska group’s
experimental setup is shown in figure
1. After a pulsed laser beam is split,
the resulting two beams are redirect-
ed so that they approach a pair of

�A fundamental quantum effect
involving the feeble interaction of

light with free electrons requires
intense lasers for its experimental real-
ization. But that’s just part of the story.

Electron gun

Laser

Electron detector

FIGURE 1. EXPERIMENTAL DESIGN to observe the Kapitza–Dirac effect. Counter-
propagating laser beams combine to give a standing wave (green). Three slits focus
the approaching electron beam. A fourth slit, downline from the interaction region,
defines the detection direction. (Adapted from ref. 2.)
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