FIGURE 2. HEAT GAIN,
ocean-by-ocean. Data are
given as 10-year means
of the anomalous heat
content, measured rela-
tive to the average for
the 45-year period. The
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as optimal detection
methodology to examine
the likelihood that the
observed or model-predicted changes in
ocean heat content are produced by nat-
ural forcing alone (the chances are less
than 5%) and whether the model pre-
dictions are indistinguishable from the
observations (they are, at the 95% con-
fidence level).

The Scripps group also broadly
reproduced the time variation of heat
content with depth for the various
ocean basins. In both the simulations
and the observations, the heat content
in most of the oceans increased only
slowly with depth, consistent with a
diffusive process. The water had been
warmed below about 1000 m only in
the north and south Atlantic, reflect-
ing strong vertical convection there.

A third study” has just been com-
pleted by Bernhard Reichert, Reiner
Schnur, and Lennart Bengtsson at the
Max Planck Institute for Meteorology
in Hamburg, Germany, using their
coupled sea—air model.® They made
three runs: one having only green-
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house-gas forcing, the second adding
in direct sulfate aerosol forcing; and
the third also including ozone and
indirect sulfate forcing. The run that
included all forcings gave the best fit
to the observations. “With only one
run per forcing, however,” said
Schnur, “it’s hard to estimate the
uncertainty in our model.”

Oceans dominate

Levitus and his group compared the
heat stored in the oceans to the heat
that has gone into other parts of the cli-
mate system over the last 40-odd
years. Specifically, they calculated the
heat stored in the warmer atmosphere
(open circles in figure 1), the heat
absorbed in the melting of glaciers, and
the heat taken to reduce the extent and
thickness of sea ice. All of these terms
were more than an order of magnitude
smaller than the heat flux into the
oceans in the same period. Barnett
notes that neither changes in solar

irradiance nor geothermal heating can
come close to supplying the heat
required to make the changes seen
over the last 40 years. “That pretty
much leaves anthropogenic sources as
our only explanation,” he says.
Because of their large thermal iner-
tia, the oceans are clearly the memory
of the world’s climate system. That
result was not unexpected but needed
to be confirmed with data. As estimat-
ed by a recent paper, even if manmade
greenhouse gas emissions were to cease
immediately, heat coming out of the
oceans would continue to raise atmos-
pheric temperatures by an additional
1°C before the system equilibrated.’
BARBARA GOSS LEVI
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Researchers Uncover the Neural Details of
How Barn Owls Locate Sound Sources

s you read this story, your gaze

flutters about the page roughly
three times a second. But the scene
you perceive is fixed firmly in space.
Your brain achieves this feat by mul-
tiplying the images on each retina by
a function that describes where your
eyes are pointing. Other examples of
sensory multiplication have been
found in the animal kingdom. Locusts
use it to see and avoid other flying
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Barn owls use the neural equiv-
alent of an AND gate to combine
time-difference and intensity cues.

objects; humans and owls use it to
localize sound.

Where and how does this multipli-
cation take place? Neurons, it’s usual-
ly assumed, integrate inputs from
other neurons. Once the combined

input crosses a threshold, a neuron
fires a voltage spike to communicate
with whatever cell is next in line, usu-
ally another neuron.

In a landmark 1943 paper, the Uni-
versity of Chicago’s Warren McCul-
loch and Walter Pitts proved theoret-
ically that a network of integrating
neurons can perform any computa-
tional operation, including multiplica-
tion.! Their formalism underlies the
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FIGURE 1. FEATHERS formerly covered
this barn owl’s ear openings (two per ear,
above and below the eye), but they’ve
been removed, revealing that the owl’s
left ear is higher than its right. Barn owls
exploit this difference to help them local-
ize sound in the vertical direction.

artificial neural networks that are
currently put to work to predict the
weather or stock prices.

But for some time, neuroscientists
have suspected that individual neu-
rons can multiply. Like an AND gate, a
multiplicative neuron fires only when
all its inputs are positive. An additive
neuron, by contrast, is more like an OR
gate. To fire, it doesn’t require all its
inputs to be positive, only that their
sum be above a threshold.

Now, from Caltech’s José Luis Pefia
and Masakazu Konishi, comes the
cleanest evidence yet in favor of neu-
ral multiplication.? In an experiment
of surgical intricacy, the two
researchers uncovered the neural
mechanism by which barn owls com-
bine time-difference and intensity
cues to locate sound sources.

Their experiment not only bolsters
the case that some neurons are more
than simple adding machines; it also
adds a final, physiological touch to a
model developed 23 years ago to
explain how humans localize sound.

Of owls and men

Owls, humans, and other two-eared
creatures locate sound sources by
exploiting differences in the signals
detected at each ear. A sound coming
from the right will reach the right ear
before the left ear, and will be less
intense in the left ear because it’s

http://www.physicstoday.org

been partially absorbed by the head.
(For more about localizing sound, see
Bill Hartmann’s article in PHYSICS
ToDAY, November 1999, page 24.)

As figure 1 shows, the barn owl’s
ear openings are not at the same level.
This asymmetry heightens the barn
owl’s ability to localize sound, espe-
cially in the vertical dimension. Even
in total darkness, an owl can find and
snatch a mouse off the ground.

Konishi has been studying how
barn owls localize sound since the
1970s, when he first recognized their
potential as experimental subjects.
For the acoustical investigator, owls
have a key advantage over other ani-
mals: Whenever they hear a sound,
they turn their heads to face its
source. By equipping owls with tiny
loudspeakers placed in their ears,
Konishi and his collaborators can
manipulate arrival time and intensi-
ty differences to trick an owl into
believing a sound comes from a direc-
tion of their choosing. Induction coils
fixed to the owl’s head and coupled to
an external magnetic field record the
direction of the owl’s gaze.

With the loudspeaker—induction-
coil approach, Konishi’s team found
that owls use interaural time differ-
ence (ITD) to determine a sound’s hor-
izontal coordinate, and interaural
intensity level difference (ILD) to
determine the vertical coordinate.
Going deeper—uncovering the physi-
ological mechanisms for sound local-
ization—required looking inside the
owl’s head.

In a series of physiological experi-
ments over the past three decades,
Konishi and his changing cast of col-
laborators have discovered that
> Two parallel physiological pathways
process ITD and ILD from the midbrain
all the way back to the point where the
auditory nerve enters the brain.
> In a part of the owl’s midbrain
called the inferior colliculus resides a
mental map of auditory space. Partic-
ular regions of the map correspond
physiologically to a set of “space-
specific” neurons. That is, each neu-
ron is sensitive to signals coming from
a particular direction in space.
> Each space-specific neuron is trig-
gered by a particular combination of
ITD and ILD. In essence, ITD and ILD
determine a sound’s direction.

Pefia and Konishi’s latest paper
can be thought of as a logical next step
in this series of experiments: identi-
fying what happens in a space-specif-
ic neuron when it receives ITD and
ILD inputs.

Most studies of individual neurons
involve removing the neuron from its
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host and prodding it into action with
external stimuli. But to see the phys-
iological effect of ITD and ILD on a
particular space-specific neuron, Penia
and Konishi had to work on live owls.

Each owl in the experiment was
anesthetized, fitted with loudspeak-
ers, and immobilized. Then, in the
most challenging part of the experi-
ment, Pefia guided a glass electrode,
no more than 1 um in diameter,
through a hole cut in the owl’s skull
and into the cell body of a space-spe-
cific neuron. Another, reference elec-
trode was inserted under the owl’s
skin. Together, the two electrodes
measured the electric potential differ-
ence V across the cell membrane,
which at rest is about —70 mV.

Once the electrodes were in place,
the loudspeakers emitted precisely
controlled broadband signals, each
lasting 100 ms, to sample the
ITD-ILD plane. Figure 2 shows some
of the results of those trials. When
both ITD and ILD are at the values
that trigger the neuron under investi-
gation, the membrane depolarizes; V
becomes less negative, triggering volt-
age spikes that are transmitted along
the neuron’s axon to the brain’s audi-
tory processor. When either ILD or
ITD is unfavorable, or when both are,
the membrane is hyperpolarized; V
becomes more negative and even less
likely than at rest to trigger a spike.

As can be seen in figure 2, the raw
data are somewhat noisy. Establish-
ing that the neuron does actually mul-
tiply its inputs requires a statistical
approach and the testing of alterna-
tive models. Following the advice of a
mathematician colleague, Pena and
Konishi chose a method called singu-
lar value decomposition, which quan-
tifies the extent to which a matrix can
be represented as a product. They
found that the values of V (actually, V
minus its resting value) could indeed
be fitted with a model that multiplies
ITD and ILD. A model that sought to
reproduce the data by adding ITD and
ILD failed, and a model that combined
addition and multiplication was
equivalent to just multiplication.

It’s not clear how, at the biochemi-
cal level, neurons are able to multiply.
Pena speculates that the postsynaptic
potentials (PSPs) that carry the ITD
and ILD inputs to the neuron’s body
contain both inhibitory (that is,
hyperpolarizing) and excitatory
(depolarizing) signals. Only when the
right mix of PSPs arrives at the cell
body does the neuron fire.

Determining which receptors and
neurotransmitters are involved is on
Pefia and Konishi’s list of future
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FIGURE 2. THE VOLTAGE V across the
membrane of a space-specific neuron
depends on both interaural time differ-
ence (ITD) and interaural intensity level
difference (ILD). In the figure, the values
of ITD and ILD that the neuron is
tuned to have been subtracted. (a) V' as a
function of time for four ITD-ILD
pairs. Only when ITD and ILD are
favorable does the membrane depolarize
and initiate a voltage spike. (b) The
number of voltage spikes as a function
of ITD and ILD. (Adapted from ref. 2.)

experiments. But it won’t be easy.
Says Konishi: “We’ll have to manipu-
late the membrane potential exter-
nally or inject a drug to stop ions mov-
ing in or out.”

Past echoes

That ITD and ILD are multiplied to
localize sound was first inferred in
1978 by Richard Stern and Steve Col-
burn, who were at MIT at the time.?
In humans, as in owls, localization in
the horizontal plane is dominated by
ITD, which is processed in a system of
neurons connected to delay lines. To
understand how this mechanism
works, suppose that signals from your
left ear arrive at a particular neuron
after a delay of 10 us and from your
right ear after a 100-us delay. When
those signals, internally delayed,
reach the neuron simultaneously, it

fires, registering an ITD of 90 us.
Other neurons, with different inter-
aural delays, stay quiet.

This model for processing ITD was
devised in 1948 by Lloyd Jeffress.* At
frequencies above about 1500 Hz, ITD
can’t be used to localize sound because
the wavelengths become comparable
or smaller in size to the human (or
owl) head, resulting in phase ambigu-
ities and misleading localization. At
those frequencies, ITD hands over the
sound-localization task to ILD.

But ILD also plays a role below
1500 Hz. Headphone experiments on
humans have shown that if the ITD is
fixed, varying the ILD can move the
sound image left or right.

Twenty-three years ago, Stern and
his thesis adviser Colburn (now at
Boston University) set out to deter-
mine which of several classes of mod-
els could best account for how I'TD and
ILD interact. The data they were try-
ing to explain had been collected five
years earlier by Bob Domnitz, anoth-
er of Colburn’s students. Domnitz
asked human volunteers to locate the
apparent origin of sounds that had
various combinations of ITD and ILD.

According to one model, the main
role of ILD was to hasten the genera-
tion of neural impulses for the side of
the head that receives the louder
sound. Raising intensity in effect
changed the delay on one side of the
head. In another model, ITD and ILD
were fundamentally additive. Local-
ization would then correspond to a
weighted sum of ITD and ILD in a
one-dimensional auditory space.
Stern and Colburn found, however,
that Domnitz’s data could best be
accounted for by a cross correlation
function for ITD multiplied by a bell-
shaped intensity function that shifts
left or right depending on the strength
of the ILD.

Remarkably, the two functions that
Stern and Colburn derived from
Domnitz’s measurements are similar
to their equivalents derived 23 years
later by Pena and Konishi. “When
I read the paper,” says Stern, who is
now at Carnegie Mellon University,
“I was struck and gratified by the
similarity. But we knew it had to be
multiplication.”

CHARLES DAY
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