Engineering limits on computer

performance

The astounding progress in microelectronics, which has fueled the rapid growth
in computer performance, is finally beginning to approach fundamental physical limits;
henceforth computer architecture will become more important.

Charles L. Seitz and Juri Matisoo

Although the title of our article ad-
dresses engineering limits, we do not
mean to convey a grim outlook. Over
the past 20 years, the technology of
computer systems has advanced dra-
matically in terms of performance, cost
and reliability. There is every reason
to expect this advance to continue, at a
rate almost as shocking as we have
experienced to date. However, the
advance already achieved has pushed
the mechanisms of switching, storage
and communication close enough to
fundamental physical limits to bring
into awareness for the first time limita-
tions in the engineering of high-perfor-
mance systems.

Thus, fundamental limits may per-
mit the size of the transistors on a
silicon chip to be reduced by another
factor of 10—but probably not a factor
of 100. Although, in principle, a reduc-
tion by a factor of 10 would lead to an
order of magnitude improvement in
computer performance, mundane prob-
lems, such as how to provide wiring to
interconnect these smaller devices,
could prevent us from realizing much
of this potential improvement.

The three basic functions required in
computing systems are: switching
(non-linearity and amplification in ad-
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dition to logical operations such as
provided by a transistor), storage of
information in electronic form (a vari-
ation in stored energy, such as the
quantity of charge stored on a capaci-
tance that must be large enough to
assure reliability) and communication
of information (bringing operands into
proximity, normally accomplished by
some form of wire that unavoidably
interposes several kinds of degradation
of signals, including delay, bandwidth
limits and noise). The “greed for
speed”’ is now pushing the mechanisms
providing all three of these functions to
their limits in the face of competing
requirements for perfect reliability of
computations (if not for machines) and
low cost.

The different technologies on which
computer microelectronics are based
have different limitations. We cannot
discuss here all possible technologies,
but focus instead on semiconductor
microelectronics, which is today and
for the foreseeable future the principal
means of providing high-speed switch-
ing, storage and communication., Semi-
conductors are not, however, a single
technology, but include both the main-
stream silicon technology, and an alter-
native that is promising for high-per-
formance systems, gallium arsenide
(see figure 1). Even within silicon
technology one finds that the engineer-
ing situation is not simple; the evolu-
tion and limitations of systems or
circuits based, for example, on the
bipolar transistor or on the field-effect
transistor switches are quite different.
“Exotic” technologies such as Joseph-
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son junction microcircuits have been
demonstrated in laboratories, but are
not likely to be exploited commercially
in the immediate future.

Different computer architectures
also place very different demands on
technology and engineering. All high-
performance digital technologies pro-
vide switching speeds and energies that
are comparable to the communication
delays and energies. Hence it is no
coincidence that the other articles in
this special issue focus on concurrent
(or parallel) algorithms, architectures
and programming. It is not simply that
computers with more parts should be
able to address larger problems in less
time. Computers that are organized so
that their parts are less tightly coupled
place less strigent demands on com-
munication and synchronization than
conventional sequential computers.
The execution of each instruction on a
sequential computer may require sig-
nals to traverse the entire machine,
Techniques for speeding up these ma-
chines (such as instruction prefetching,
execution pipelines and cache memo-
ries) allow faster interpretation of
sequential programs through concur-
rency and localization of communica-
tion. Concurrent architectures and al-
gorithms are approaches to organize
computations to provide markedly
higher levels of concurrency and local-
ization of communications.

Semiconductor microelectronics

How does one explain the dramatic
progress in the cost and performance of
computers in a way that might reveal
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where this technology will lead us? For
the past 25 years, advances in comput-
er hardware have been tied directly to
advances in microelectronics. The pro-
ducts of this technology—integrated
circuits, or “chips”—are manufactured
by processes that, while they demand
high degrees of cleanliness and control
and very large investments in equip-
ment, are extremely efficient. The
entire process requires a sequence of
about 100 steps, many of which are
similar and use the same equipment.
Each sub-sequence of several steps
produces all of the transistors or wires
of a given type at once over the entire
chip. Many chips, in turn, are pro-
cessed simultaneously on a wafer, such
as the one shown on this month’s cover.
This highly parallel manufacturing
process (similar to the manufacture of
circuit boards with photolithography,
but at a much finer scale) is in marked
contrast to the serial assembly—com-
ponent-by-component and wire-by-
wire—of traditional electronic systems.

Gordon Moore' made the empirical
observation that the number of elemen-
tary components on the most complex
chips commercially available doubles
annually. “Moore’s law” held true for
about 15 years, taking the single iso-
planar transistor on which the early
digital ICs were based as the 1959
origin. Since 1974, by which time chips
with 32K components were marketed,
the growth in complexity of single
chips has declined to approximately a
doubling each two years. It was also in
the early 1970s that the character of
the most complex chips changed from

logical components such as gates, regis-
ters, adders and so on to system parts
such as processors and memory.

Random-access memory chips are
generally the leaders in the number of
components on a chip for two reasons.
First, they are often designed at the
same time as the process that is used to
manufacture them and thus have ear-
lier access to the most advanced pro-
cesses. The second reason is that their
regularity allows relatively more com-
ponents to be laid out per unit area
than can be achieved in less regular
chips such as instruction processors.
RAM chips gradually displaced mag-
netic core storage during the 1970s.
Thereafter, except for electromechani-
cal parts such as disks, printers and
keyboards, all system functions were
accomplished with microelectronic
parts.

RAM chips storing 256 kilobits use
about half a million components and,
true to the trend of a doubling in
complexity each two years since 1974,
were first marketed in 1982. Megabit
chips with about 2 million components
are expected to come into commercial
use within the new year or two. Ad-
vanced instruction processors, such as
the Hewlett-Packard “Focus” chip®
introduced in 1983, do not lag far
behind, with some 450 000 transistors,

Will this growth in complexity of
single chips continue? By all indica-
tions from the semiconductor processes
and designs being developed in re-
search lahoratories, it will continue for
many more years, with some inevitable
leaps and plateaus. This remarkable

Gallium arsenide MESFET ring oscillator
exhibits electron mobility superior to
devices manufactured in silicon. When
material problems are solved, room-
temperature GaAs systems are expected to
outperform silicon systems by a factor of 2.
Figure 1

exponential growth in complexity is a
direct consequence of a steady reduc-
tion in both the size of the “features"—
wires and transistors—on chips and the
density of defects. Both of these trends
are easily quantified.

The number of components that can
be packed into a given area is inversely
quadratic in the feature size. The
feature size of the earliest integrated
circuits was about 25 microns. The
typical feature size of today's micropro-
cessor and storage chips is about 2
microns—a reduction in area by a
factor of more than 100 for the same
function (the actual gains achieved are
larger, owing to the evolution of circuit
and layout design styles). Functioning
circuits with minimum feature size
down to about 0.1 micron have been
demonstrated in laboratories.

Yield varies approximately as e -
where D is the defect density and A is
the chip area. If systems could be
partitioned into chips without regard
for functional modularity, one would
select an optimal chip area (die size) to
minimize the sum of the cost of the
chips themselves and their packaging.
Small chips cost very little because of
the large number produced on each
wafer and the high yield, but they
would require more packages and ex-
ternal connections than the same sys-
tem implemented with larger chips.
Very large chips have such poor yield,
sometimes less than one working chip
per wafer, that the chip itself can be
very expensive, The earliest ICs were
less than 1 mm® while optimal chip
area today, depending on the process, is
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typicaly 25 to 50 mm~. The trend to
larger chip areas may take a leap to
something like wafer size if experi-
ments with redundancy techniques to
increase chip area are successful. In
these experiments chips are manufac-
tured with redundancy for all compo-
nents, and schemes are devised to
identify and interconnect those compo-
nents that are not defective,

The product of increased circuit den-
sity and chip area, together with a lot of
clever engineering in system, logic,
cireuit and device design, is what has
led us from small-scale integrated cir-
cuits (a few gates or a “flip-flop” on a
chip) to the very-large-scale integrated
system, best represented by the com-
puter on a chip. The shrink, or “scal-
ing,” in feature size also has many
interesting physical advantages that
we will discuss separately for the metal
oxide semiconductor field-effect tran-
sistor technologies and for the bipolar
technologies.

The key to reducing both feature size
and defect density is advances in pro-
cessing, particularly in photolitho-
graphy. The large dimensions of fea-
tures on early chips allowed fairly
simple contact exposure. analogous to
contact printing in photography, of the
photoresist-covered wafer through an
optical mask. Also, the tolerance for
misalignment was well within the di-
mensional stability of the wafer.

Feature size in commercial processes
is now pushing toward 1 micron, quite
close to the limits of optical lithography
imposed by diffraction. This dimension
is only about 3 wavelengths of the
violet light used to expose the photore-
sist. Moreover, feature dimensions
must be reproduced accurately on a
surface made uneven by previous lay-
ers of circuitry. The tolerable misa-
lignment of the successive layers of a 1-
micron process, not more than 0.5
micron, say, over a wafer 100 mm or
more in diameter, is not comfortably
within the dimensional stability of the
wafers through many steps in process-
ing. Thus, while the wafer remains the
handling unit for processing, the expo-
sure of patterns in processes approach-
ing 1-micron feature size is accom-
plished by systems that step along the
wafer, typically realigning on each
chip, and covering total areas ap-
proaching 1 cm® These advances in
lithography—the reduction both in fea-
ture size and defect density—have also
been greatly assisted by trends away
from high-temperature processing in
diffusion ovens to ion-implant ma-
chines, and from ‘‘wet” etching to
plasma and reactive-ion etching.

Microcircuits with submicron fea-
tures are regularly produced in labora-
tories by electron-beam and x-ray lith-
ography (see figire 2), and we expect
these techniques to come into commer-
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Beam line for x-ray lithography installed by IBM on Port U6 al the
National Synchrotron Light Source at Brookhaven National

Laboratory.

cial use within a few years. It is quite
easy to envision a future x-ray manu-
facturing technology in which scanning
electron-beam systems produce x-ray
masks (as indeed they are widely used
today for optical masks) with the pat-
terns transferred to the wafer by a
stepping alignment and exposure sys-
tem. The transition from ‘“combat-
proven' optical lithography to x-ray
systems might well create a short pause
in the progressive scaling of feature
size; however, soft x rays of about 0.4
nm wavelength provide such excellent
contrast and depth of focus that one
might anticipate a leap to feature sizes
of a fraction of a micron. The engineer-
ing problems of manufacturing electri-
cally functioning systems with such
small features are formidable, but we
believe they will be overcome.

Scaling MOS technology

The active devices of MOS technolo-
gies are field-effect transistors, which
were at one time fabricated as a metal
control electrode, called the gate, overa
thin oxide layer on the surface of the
semiconductor, nominally single crys-
tal silicon (see figure 3). Polycrystal-
line silicon doped to be a conductor has
replaced the metal in modern processes
as the next level of wiring above the
silicon, with one or two levels of metal
wiring above the “poly” level. To
discuss the consequences of scaling the
dimensions of a MOS transistor, one
must understand that it is built along
the surface of the silicon, rather than
down into it as with bipolar devices. In
particular, the length of the “channel”

Figure 2

under the gate is determined by the
feature size of the process.

Let us examine the consequences of
shrinking such a device and the wires
attached to it by a factor of 10—from a
feature size of 25 microns (typical of
early integrated circuits) to 2.5 microns
(typical of today), or from 2.5 microns to
a future technology of 0.256 micron.
The same scaling factor is applied in all
three dimensions, retaining the same
relative Aatness of the surface, and the
electrical field patterns within the
device are simply scaled down. A
simple analysis® shows that the voltage
(V) and maximum current (/) both scale
linearly: V — V/10, I —1/10. This re-
sult is very fortunate because then the
power per device (VI) scales down
quadratically (VI — VI/100) while the
number of devices per unit area scales
up quadratically, and the power per
unit area remains constant, The tran-
sit time (7) scales linearly (r— 7/10}—
that is, the smaller switch is also faster.

The fundamental figure of merit for
switching devices, the swilching energy
(E., ) is the energy required per switch-
ing event. This quantity is clearly the
same as the product of the power per
device (when switching at maximum
speed) and its delay, and hence is also
called the power—delay product, Total
power is an excellent predictor of
system cost, while each switching delay
contributes to the reciprocal of perfor-
mance. Thus the switching energy of
the technology used to build a comput-
ing system is a good predictor of cost/
performance of the system in which the
switches are used, More fundamental-
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ly, it is proportional to the cost/perfor-
mance of a computation averaged over
numerous elementary switching events
that make up the computation,

We can now appreciate fully the
underlying reason for the remarkable
advances in the cost/performance of
systems based on MOS technologies,
and the promise inherent in the next
factor-of-10 reduction in feature size.
The switching energy (the product of a
quadratic scaling of the power per
device and linear scaling of the delay)
scales as the third power of feature size
E,, —E,, /1000 (assuming the electric
fields remain constant in the scaling).
Our example of a future MOS technolo-
gy with 0.25-micron feature size is very
much a replica—scaled in size, energy
and speed—of today’s MOS technology.
However, this technology is close
enough to fundamental limits that
another ten-fold decrease in feature
size and voltage is questionable. One
would start encountering switching en-
ergies that are too small a multiple of
the thermal energy AT, as well as
appreciable tunneling through the very
thin gate oxide layers, and statistical
fluctuations in threshold voltages
across many devices—owing to a statis-
tically small number of the impurity
ions that determine the threshold vol-
tage.

One may achieve more or less than
the full advantage in performance per
cost predicted by this idealized scaling
depending on a number of important
details, but thev are largely details.
Overall, we can thus expect an im-
provement in the switching energy by
three orders of magnitude from a de-
crease in feature size by a single order
of magnitude.

The second-order effects, both good
and bad, are often important in the
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practical engineering of systems. For
example, most of the signal energy in
typical MOS systems goes to drive the
parasitic capacitance of wires rather
than the transistor gates. When a
decrease in feature size allows one to
consolidate a system (such as an in-
struction processor and a number of
storage units onto a single chip), the
area and power required to drive the
parasitic capacitance of all of the pack-
age pins and interchip wires is reduced.
On the other hand, shrinking the wires
on a chip reduces their cross section
(quadratically) and increases their re-
sistance per unit length (quadratically),
while the capacitance per unit length
remains approximately constant. At
submicron feature size, the resistance
of a few mm of metal wire is so large
that the wire cannot be treated as an
equipotential; rather, diffusive propa-
gation of signals becomes the rule. One
can solve this problem either with
repeater amplifiers on long wires, or by
using additional thicker layers of metal
interconnectors. Another curious
problem is that leakage and subthre-
shold currents do not scale with the
other currents, but as e ~""“*"' which
makes some of the MOS techniques of
storage by isolating charge on a capaci-
tance relatively less attractive. One
would have to scale temperature Lo
make the scaling exact.

In addition, the reader should not
conclude that this future 0.25-micron
MOS technology allows one to achieve
a gain of 1000 in performance at
constant cost with the same computer
designs. The cube-law scaling of the
switching energy is the product of a
quadratic scaling of area and power per
function, and only a linear scaling of
transit time. One finds in reality that
this linear transit-time secaling is very
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MOS field-effect transistor in cross section, L /s the channel length,
Loy 15 the gate oxide thickness. Millions of these devices are
manufaciured at once on a wafer by first oxidizing the p-type silicon to
a thickness several limes t,, and then patterning channels in which
the oxide is 1, thick. The oxide channels become the first layer of
Interconnection and form two of the transistor terminals

Palycrystalline silicon (“poly") is then deposited and patterned 1o form
the second layer of interconnection and the gate electrode of the
fransistor. Next, a phosphorous implant or diffusion converts the
channel areas to n-type conduction, except under the poly, thus
forming a “self-aligned"' transistor. Finally alternate layers of oxide
and metal are deposited; the metal layers are patterned as wirng
layers and are interconnected through arrays of holes in the oxide

layers.

Figure 3

difficult to achieve in larger systems
because of delays imposed by long
wires, unless system parts can operate
concurrently. For conventional se-
quential systems it is accordingly much
easier to exploit advances in MOS
technology to reduce cost than to en-
hance performance.

Scaling bipolar technology

On the basis of equivalent feature
size, high-performance bipolar circuits
have an advantage in speed of about a
factor of five over MOS technology.
However the integration levels of bipo-
lar chips historically have lagged be-
hind that of MOS chips by about an
order of magnitude. Some of this lag
arises from problems in cooling. The
remainder of the lag results from the
differing sensitivities the two technolo-
gies have to defects and to defect types.

Consequently, bipolar devices and
circuits are used in those portions of
computers in which performance is a
prime requirement. Generally, these
are the processor, the cache (which is
the highest-performance portion of the
storage subsystem), and that part of the
communication system in which high
data rates are required (the channels).
Indeed, bipolar technology is currently
pervasive in all computing systems
that emphasize performance, and near-
ly all midrange systems. As feature
size continues to shrink for both MOS
and bipolar technologies, one expects
the MOS technology to make continued
inroads from the low-performance end
into the midrange arena, which is
currently the province of bipolar tech-
nology.

High-performance computers
achieve their performance by using
both high-speed circuitry for executing
functions as rapidly as possible and, at
the same time, a prodigious number of
circuits to perform complex and con-
current operations. This design strate-
gy, coupled with the relatively low level
of bipolar integration, leads to the use
of a large number of chips in a typical
high-performance computer. The
number of chips places strong demands
on packaging technology and leads to a
design style amenable to extensive
automation in logic-circuit placement,
wiring and testing. Thisstyle, in which
a matrix or array of devices is fabri-
cated, has been in common use for more
than a decade in the bipolar world and
is now also becoming popular in the
MOS world. State-of-the-art bipolar
gate arrays contain several thousand
circuits on a chip with logic delays
under loaded conditions of typically
about 500 psec (or 250 psec for the
circuit with essentially no load). A chip
of this size dissipates about 5 watts,

Bipolar technology can be scaled to
much narrower linewidths than the
current feature size of 2.5 microns,
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Memory cache array of Josephson
junctions tabricated using a lead-alloy
technology having a minimum dimension of

2.5 micron. Figure 4

much in the same way as MOS technol-
ogy; however, the details of the scaling
differ. The major difference results
from a fundamental difference in oper-
ation of MOS and bipolar devices—
namely, the bipolar voltage levels are
effectively set by the silicon band gap,
so that bipolar scaling leaves the cireuit
voltage levels essentially unchanged.
The scaling principles of bipolar de-
vices and circuits have only recently
been elucidated.* The scaling proce-
dure begins with an optimized high-
performance bipolar circuit, such as a
current-switch emitter follower. As
the lithographically determined hori-
zontal dimensions are shrunk, the ver-
tical dimensions of the emitter and
base are also shrunk. To avoid prob-
lems with device operation it is neces-
sary to increase the base doping sub-
stantially and to adjust the collector
doping in proportion to the emitter
current density. As the linewidth un-
der the coordinated horizontal and
vertical scaling is shrunk from the
present 2.5 microns to 0.25 micron, the
relative delay contributions of various
components remain approximately
constant and the overall circuit delay
reduces by approximately one order of
magnitude, going from about 250 psec
to 25 psec. Thus, from the point of view
of performance, there is still consider-
able mileage left in the silicon bipolar
technology.

To obtain a corresponding increase in
the level of integration one must ad-
dress the eritical problems of device
isolation and interconnection wiring.
Fundamentally, these issues are the
same for the MOS and bipolar technolo-
gies, From the point of view of wiring,
the problems are those of signal propa-
gation and electromigration {atomic
motion caused by the flow of electiric
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current) which can lead to catastrophic
opens in conductors. Both of these
problems are alleviated by retaining as
large a cross section for the wires as
possible, which runs counter to the
need to have a large number of wires to
enable all of the thousands, indeed
hundreds of thousands, of circuits to be
interconnected to perform the appro-
priate functions. The natural solution
is to stack many wiring planes on top of
one another, For example, current
bipolar arrays of several thousand cir-
cuits use four levels of interconnection
wiring.® One envisions an overwhelm-
ing need to increase this number great-
ly to make usable the levels of circuit
integration one postulates from device
scaling alone. Indeed, the major tech-
nological stumbling blocks to very high
levels of integration are likely to be
these seemingly mundane problems of
interconnection wiring and device iso-
lation, rather than the more intellectu-
ally appealing issues of device and
circuit scaling.

Underlying all the projected im-
provements are major technological
problems. Lithography must advance,
and processing techniques for ever-
shallower vertical structures must be
devised. None of these issues is trivial,
and major worldwide efforts are re-
quired to continue to satisfy Moore's
law, or even to continue along a shal-
lower curve. The economic forces un-
derlying the computer industry are
likely to assure an adequate effort in
the further development of silicon tech-
nology and, to a lesser degree, in the
search for alternatives.

Systems of chips

A host of major engineering prob-
lems arises when many chips are as-
sembled to form a computing system.

For performance, it is desirable to pack
these chips into as small a volume as
possible to minimize the distance, and
thus the delay, for signals. However,
the need for adequate cooling, power
distribution and interconnection tends
to force yolumes in the opposite direg-
tion. The end result is the usua]
engineering compromise, largely driy-
en by cost comparisons of alternative
solutions.

A large variety of geometrical ar-
rangements for packaging a collection
of chips currently exists in the comput-
er industry. At the very-high-perfor-
mance end, the choices are somewhat
more limited and two types of arrange-
ments are prominent. One arrange-
ment places single chips into a carrier,
referred to as the module; these in turn
are mounted on a card, which in turn
plugs into a board. Such a configura-
tion is commonly found in personal
computers. The second approach, ty-
pifed by current IBM high-end proces-
sors, places about 100 bare chips on a
module that provides cooling, power
and interconnections. These large mo-
dules, containing about 100 000 circuits
(and thus likely to be major functional
units of the computing system), are in
turn plugged into a board that provides
for module-to-module signal intercon-
nection and distributes the necessary
power.

One must provide an adequate num-
ber of terminals to transmit signals
from one chip to another. The physical
dimensions of these terminals should
be kept small, not only because several
hundred may be required, but also
because the inductance discontinuities
presented by these structures must be
kept as small as possible. A common
IBM practice is to cover the chip with
an array of small solder balls that
provide the devices with both struec-
tural support and electrical connec-
tions. Other manufacturers employ
peripherally distributed input-output
pads and connect these pads to the
module carrier by a variety of tech-
niques. The chip interconnection wir-
ing is also accomplished in a variety of
ways, IBM, for example, uses ceramic
sheets onto which is deposited intercon-
nection wiring of relatively gross di-
mension. These sheets are then
stacked in as many as 30 to 40 layersto
provide sufficient wiring to intercon-
nect the 100 or so chips. The major
technology issue is wiring yield and
provision of adequately low resistance
and a controlled characteristic imped-
ance.

The chips are supplied with current
by a power distribution network capa-
ble of carrying several thousand am-
peres at the board level at a few volts.
The major engineering problem results
from the varying load presented to the
power supply by the switching of the



myriad logic circuits. A large number
of cireuits switching at the same time
on any given chip can significantly
depress the voltage level of the power
supply. Portions of the computing
system will become inoperative until
the power-supply voltage recovers to its
design value. The design problem,
therefore, is to make the inductance of
the power distribution system as low as
practical, within the constraints im-
posed by the technology and the phys-
ical dimension, and to provide as much
local “ballast’ as possible in the form of
capacitive energy storage in the vicini-
ty of the chip. The power supplied is
converted into heat, which then must
be removed to keep the chip tempera-
tures within tolerable operating limits.

Roughly, a few watts per chip can be
removed simply by air cooling; greater
power levels require special cooling
techniques. Again, there is a vast
array of approaches. In the piston
cooling approach used in the IBM
module, heat is conducted through the
silicon chip to a piston that conducts
the heat to a water-cooled plate. This
approach is capable of removing on the
order of 10 watts per chip. More exotic
techniques® (not yet practical) in which
cooling channels are etched into the
silicon chip and coolants are circulated
through these channels have the dem-
onstrated capability of dealing with
several hundred watts per chip with
minimal temperature increase.

One additional problem is worth
noting. In a physically extensive sys-
tem whose dimensions are large when
measured in units of pulse risetime,
width or even period, the problem of
assuring that timed events occur pre-
cisely is not a minor issue. All present-
day computing systems require syn-
chronization to assure that certain
events will occur essentially simulta-
neously. Synchronization is conven-
tionally achieved by distributing tim-
ing pulses from a central source. All
necessary timing pulses must arrive at
their destination within required time
intervals. The clock-signal distribution
system requires careful design and an
adequate safety margin.

Thus the assembly of multi-chip sys-
tems allows for a large variety of
engineering solutions to a common set
of problems. Unlike the tidy world of
silicon, a material much studied and
about which a great deal is known,
packaging can make use of a very large
set of materials and processes and
historically has done so. In the future,
chip assembly will likely follow direc-
tions already pioneered by the silicon-
chip technology.

Storage subsystem

Many computationally demanding
problems are limited as much by the
size of the working set (data) on which a

| \\o 1113 \ A‘““-‘ i
LT,
\\\,,.\

i
\

il

Laset¥la

!

v
AL
Central Intersection (magnified 400 times) of new experimental,
high-speed chip providing 64-k bits of memory.

Experimental high-speed memory chip

Typical of ongoing advances in microelectronics is the new 64 kilobit computer memory

chip developed on an experimental basis at IBM's T. J. Watson Research Center. The

new chip provides access times of 16-20 nanoseconds, compared to 70-300 nsec for

other 64K chips. The improved performance is achieved through new design concepts

and innovative circuitry, including:

» A self-timed sensing circuit that permits much faster chip operation than is possible

with conventional circuits.

» An improved address buffer that allows the chip to read information quickly. The

address buffer detects the location of data to be retrieved from the chip.

» Simpler timing and a reduced number of clocks required to keep the chip operating
roperly.

2 I: ad‘t;iuon to its faster access time, the new chip can discharge information in blocks of
16 bits at a time. Most 64K chips have an output of one to eight bits at a time. Also, the

new chip uses a four-device memory “cell" instead of the commonly used single-device

cell. Although the four-device cell is larger than the conventional unit, it is faster,

The chipis 4.5x7.2mm {roughly Y inch on a side). The average minimum feature size
is 1.7 micron, and the channel length is 1.2 micron. Memory cells are 292 microns
square. The fechnology used is n-channel metal oxide semiconductor, field-effect
transistor with @ single level of metal and a single level of polycide.

Physically, the chip consists of four 16K blocks, or quadrants, of memory cells with as-
sociated row and column decoders in adjacent blocks. During access, each 16K block
has one row decoder and four column decoders activated, providing an “x-y" grid fo
access bit locations.

There are four self-timed sense amplifiers and data-out buffers per quadrant—ane for
each pair of input/output lines. They are located on the periphery of the chip. The bit
lines are separated from the |/0 lines and sense amplifiers only by the bit line switches.
The sense amplifier is set from the accessed wordline. This self-timing sense amplifier
minirmizes timing skews that would result if a separate timing chain were used.
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Josephson test device is composed of four circuit chips assembled
on two cards plugged into a microsocket board in a high-density, 3-
dimensional, card-on-board package. The device was successfuly

operated with @ minimum cycle time of 3.7 nsec,

program operates as by the number of
operations per second that the machine
candeliver. One can reasonably expect
that advances in microelectronics will
continue to decrease the cost per bit of
the primary random-access storage of
mainframe computers; however, this
figure is far from the whole story.

The storage of mainframe comput-
ers, as well as of the less-conventional
concurrent computers, is usually orga-
nized into a hierarchy of increasing size
and access time. Typically, the data
that can be accessed fastest are in a
computer's internal registers. Most
high-performance computers next use
one or more levels of “cache” memory,
typically a few thousand words (see
figure 4). The computers are organized
to intercept those accesses to primary
storage locations that are duplicated in
the cache and store or return data in a
fraction of the primary storage cycle
time, This technique is effective in
making the average storage-access
time close to the cache-access time as
long as the “miss rate” is much less
than the ratio of cache time to primary
storage time. (The miss rate is the
fraction of times the cache memory
does not contain a needed storage
location, because of a branch in the
program or other cause of a large
discontinuity in storage location se-
quence.) There are many strategies for
deciding which data to keep in the
cache, all of which depend on regular-
ity or locality of access. Fast storage is
expensive per bit, and the cache
scheme allows one to achieve the effect
of a large primary memory whose cycle
time is on average only slightly more
than that of the cache.

Next one finds the primary storage
(typically a million or more words) that
could well be thought of in systems
using “virtual memory" as a eache for
the computer's true primary storage,
almost invariably disks. (In a system
using virtual memory, the logical mem-
ory address is related to the physical
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Figure 5

address by a scheme enabling that
substitution of slow memory space for
fast memory space in ways that present
a logical fast memory to the program-
mer that is much larger than the
physical fast memory.) The ratio of
access times between these levels is so
large (on the order of 10~* to 10 %) that
the miss rate to primary storage must
be much lower than people can achieve
in general-purpose systems. As a re-
sult, a substantial fraction of the pro-
gramming effort for many large com-
putations is directed at spooling data in
and out from disks so it will be avail-
able at the right moment, and treating
boundary problems when the storage
will not accommodate the entire prob-
lem at once and ‘regions” must be
dealt with in sequence, What is really
required is a storage medium that
bridges the gap in cost and access time
between the primary random-access
memory and disks. However, we know
of no help in sight to satisfy this
requirement.,

Several technologies are involved in
the memory or storage subsystem of
the computing system. Generally, the
cache employs the highest-perfor-
mance technology—bipolar. Cache
sizes tend to be relatively small because
of the high cost per bit. The next level
of the memory hierarchy is therefore a
cheaper and slower semiconductor
store, usually consisting of MOS static
or dynamic memory chips. Indeed,
there may be a number of such levels in
the hierarchy, each progressively
slower in yielding the stored informa-
tion and each progressively larger in
size until one reaches the permanent
disk storage.

Storage reliability is also an issue
that requires tradeoffs between techno-
logical and organizational solutions.
For example, information stored as
charge on a capacitance built into a
microelectronic chip is less liable to
destruction by an alpha particle or
high-energy neutron if the capacitance

is larger. But larger capacitance re.
quires more energy and, at the same
power, more time to switch.

Alternatively, one might accept a
certain rate of "soft errors,” and encode
stored information with an error-cor-
recting code. (Soft errors refer to tem.
porary losses of information, such ag
those caused by ionized particles) Er-
ror correction requires that more hits
be stored, and error-correction logie
introduces delays and higher costs.

Many detailed engineering tradeoffs
revolving around the cost of available
technologies are made in the design of a
storage subsystem for a particular ma-
chine. Ideally, one would like to have g
very-high-capacity, nonvolatile storage
subsystem capable of yielding informa-
tion to the processor on each cycle.
Currently, such a storage would be
prohibitively expensive. Instead, a
number of technologies are now used to
optimize cost/performance.

Novel technologies

The silicon technologies—bipolar
and MOS—have been, are and will
continue to be the major integrated-
circuit technologies, and they can he
extended from the current state of the
art, both in performance and level of
integration. However, the search con-
tinues for alternative approaches that
may offer better ultimate performance,
Gallium arsenide is a semiconductor
material that exhibits electron mobili-
ties substantially superior to those in
silicon. This intrinsic advantage can be
translated to a performance advantage
at the device and circuit level. Indeed,
there have been numerous demonstra-
tions of the capability of gallium arsen-
ide circuits in various device configura-
tions (see figure 1).7* Unloaded delays
of about 10 psec have been demonstrat-
ed in an exotic variant of the gallium
arsenide technology, called the high-
electron-mobility transistor, which is
made from GaAs/AlGaAs structures.

The intrinsic performance advantage
of GaAs devices over silicon devices is
smaller on a loaded circuit basis and
smaller still when systems are assem-
bled from a large collection of chips.
The hope is that room-temperature
GaAs systems will ultimately have a
performance advantage of about a fac-
tor of 2 over silicon technology.
Whether a GaAs technology actually
achieves this potential performance
strongly depends upon the rate of
technological development and, in par-
ticular, the rate at which the level of
integration (which is currently low) can
approach that of silicon technology. A
considerable number of materials-re-
lated problems stand in the way. There
is some cause for optimism based on
recent progress and the increased re-
sources for development the technology
has attracted.



An even more exotic technology is
the Josephson junction, based on tun-
neling phenomena observed in a met-
al-insulator-metal sandwich when the
metals are superconducting and the
insulator is sufficiently thin to permit
electron tunneling. Over the last dec-
ade this technology has received con-
siderable development, primarily at
IBM, and has reached the state where
practical logic circuits as well as a
packaging approach have been demon-
strated experimentally (figure 5). On
the logic-circuit level, (loaded) logic
delays as small as 10 psec have been
attained. In addition to the incredible
performance of the Josephson switches,
the technology offers the less obvious
but equally important advantage of
superconducting transmission lines as
lossless wires. From the point of view
of performance, the Josephson technol-
ogy is perhaps the ultimate.

The major difficulty with the tech-
nology revolves around the need to
refrigerate the circuits to 4 K, render-
ing single-chip applications prohibiti-
vely expensive. Consequently, one 1s
faced with an “all or nothing” situation
in which the first computing system
developed must contain all of the sub-
systems, placing the considerable bur-
den of a very large entry price on the
technology. Consequently, commercial
exploitation of the technology for high-
performance computing systems ap-
pears feasible only in the relatively
distant future.

High-performance architectures

How can the expected advances in
circuit technology be put to work in
high-performance computers? Because
each technology offers its own advan-
tages and inflicts its own limitations
and idiosyncrasies, one must expect
that there are many possibilities.

It is not a radical extrapolation to
predict that the performance of pres-
ent-day scientific supercomputers, say
that of the Cray-1, will become avail-
able at the price of common main-
frames, or someday even as desktop
models. The Cray-1 is extraordinarily
well thought-out and engineered; it
attains its high performance partly by
fast circuitry and partly through con-
currencies in the process of interpret-
ing sequential programs, including
pipelining of the arithmetic. Except
for its primary storage, the Cray-1
employs about 300 000 bipolar circuit
packages of relatively low complexity.
Because the design is already very well
partitioned into functional elements,
we can envision that a Cray processor
of similar performance could be built at
reduced cost using a higher-complexity
bipolar or a gallium arsenide technolo-
gy. In fact, a machine in the same style
as the Cray-1 could be achieved even in
MOS technology with a feature size of

0.25 micron. The performance of the
switching elements in this ultimate
MOS technology is quite comparable to
that of the present Cray-1, and the
complexity of single chips in this tech-
nology would be so high that only 10 to
20 would be required.

Improvements in microelectronics
are more readily translated into reduc-
tions in cost than in advances in system
performance. The prospects of achiev-
ing, say, one, two or three orders of
magnitude advance in computing per-
formance over today's supercomputers
are good, but will certainly require
progressively more radical approaches
than repackaging existing system de-
signs in new technology, An additional
single order of magnitude is probably
about as much as one can reasonably
expect for sequential computers, From
the standpoint of physical engineering
limitations, one can see that this parti-
cular evolutionary path is beginning to
experience diminishing returns in per-
formance for cost and design effort.
This expectation was recently docu-
mented” by Bill Buzbee of Los Alamos,
who notes that the rate of improvement
in computations per unit time in high-
performance computers has been de-
creasing smoothly to an asymptote at
about 3 billion floating-point opera-
tions per second,

Even to achieve this asymptotic per-
formance, sequential supercomputers
must be made still smaller, because the
time for signals to propagate along
wires has become a major fraction of
the clock or operation cycle. Of course,
supercomputers built from chips of
higher complexity and with more com-
pact packaging are steps in this direc-
tion. However, the design and engi-
neering problems are formidable.

The other route to high performance
15 to exploit concurrency more overt-
ly—not only in the interpretation of
sequential programs but also in em-
ploying concurrent algorithms for the
solution of large scientific problems.
Concurrent machines can bypass engi-
neering difficulties in that large, high-
performance machines are composed of
smaller machines of relatively lower
performance but with an attractive
ratio of performance to cost.'" This
approach places simpler demands on
the engineering at the expense ol
system and application software,

The architectures that are the most
direct extrapolation of present super-
computers are shared-storage multi-
processors. When these machines are
relatively tightly coupled through the
storage, the complexity of the switch
between multiple processors and multi-
ple storage elements does not scale
attractively with the number of ele-
ments, and the number of processors is
limited to a fairly modest number. say
16 to 64, Existing multiprocessors fol-

low this scheme. However, much larg-
er machines are possible if each proces-
sor includes enough local memory or
cache to allow the switch a lateney
exceeding the processor instruction cy-
cle, Denelcor's Heterogeneous Ele-
ment Processor and Bolt, Beranek and
Newman's Butterfly machine are com-
mercial examples of this architecture.

Machines based on a message-pass-
ing model of computation (the compo-
nents communicate like computers in a
network) are still more loosely coupled,
so as to have few engineering limita-
tions on size even up to millions of
computing elements. The practical
size limit of these machines may well
depend on reliability—the mean time
between failure and mean time to
repair must be small enough to permit
the system to compute for a useful
fraction of the time. Such machines
operate efficiently only for problems
for involving a comparably large con-
currency in the computation and re-
quiring sparse or localized communica-
tion. VLSl-inspired architectures such
as the Caltech ensemble machines''
and systolic arrays'” are examples.

Thus, there are no fundamental ob-
stacles for concurrent—as opposed to
sequential—supercomputers to achieve
an essentially open-ended range of
performance, These machines can ex-
ploit advances in the circuit technology
particularly easily, so that their perfor-
mance will be cost-effective for those
problems that lend themselves to con-
current execution.
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