
Doing
physics

with
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in plasma physics

Computers of all sizes are assisting in
theoretical calculations of increasing sophistication and precision,

and in the design, direction and analysis of experiments.

Bruce I. Cohen and John Killeen

Physicists around the world are today
vigorously pursuing research in plasma
physics, not only because nearly all
matter in the Universe is in the plasma
state, but because plasma physics has
many important terrestrial applica-
tions. Researchers in the field quickly
recognized the complexity of phenom-
ena supported by collections of charged
particles, and by using computers they
have significantly accelerated the ma-
turation of plasma science. Recent
advances in computational models' and
computer hardware have greatly im-
proved the correspondence of computer
calculations with experimental data.

Plasma experimentalists and theo-
rists alike use computers—from micro-
processors to the largest mainframes—
to supervise experiments, manage the
acquisition of data and perform calcu-
lations. They are using thousands of
complex computer programs, or
"codes," to design mammoth fusion
reactors and to understand basic plas-
ma phenomena on a microscopic level.
However, to guarantee the feasibility of
such fusion reactors and to maintain
the vitality of plasma science, comput-
ers must become even more powerful
and widely accessible.

Because of the long-range nature of
the Coulomb interaction, plasmas are
rich in collective phenomena. Similar
in many respects to fluids, plasmas
support waves, collective instabilities
and turbulence. The discreteness of a
plasma's constituent particles, and the
effects of their kinetic energy, add
another dimension to the scope of
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plasma phenomena. Particle descrip-
tions of plasmas have much in common
with rc-body models in astronomy and
statistical mechanics. Thus, it is not
surprising that the numerical models
employed extensively in plasma phys-
ics have close counterparts in many
other fields, including fluid dynamics,
meteorology, statistical mechanics, as-
trophysics and astronomy.

There is a great diversity of computa-
tional models in active use in plasma
physics. The variety, number and so-
phistication of plasma computations
have steadily increased as computer
capability and the number of research-
ers have grown. In this article, we
survey the use of computers in plasma
physics. We will focus on the contribu-
tion of computers to research in mag-
netic- and inertial-confinement fusion,
charged-particle-beam propagation
and the space sciences. We will look
first at the typical use of computers in
the design and control of laboratory
and spacecraft experiments, and in
data acquisition. Then we will discuss
the major plasma computational mod-
els and some of the important physics
problems they address. Finally, we will
comment on future directions in the
use of computers in plasma research,
giving attention to the increasing role
of microprocessors and interactive
high-speed graphics, and to the need for
more-powerful computers.

Computers in experiments. The design
and control of laboratory and space-
craft experiments require the heavy
use of computers, as do the acquisition
and real-time analysis of the data. To
design experimental hardware, engi-
neers and physicists make extensive
use of computer codes and models. In
the magnetic-fusion-energy program,
for example, elaborate three-dimen-
sional codes with names such as EFFI,
MAFCO and GFUN help specify vacuum
magnetic fields and help design coils

and supporting structures for conven-
tional and superconducting magnet
systems. These codes allow the design-
er to "build" magnet systems—such as
the one in figure 1—from elementary
coil segments of various sizes, shapes
and orientations. This design activity
is often interactive, and is done in
conjunction with calculations of the
behavior of the plasma using models
that we will discuss later.

Dedicated small or moderate-sized
stand-alone computers are especially
suited to schedule and synchronize the
firing sequence in plasma-physics ex-
periments, to control diagnostic hard-
ware, and to coordinate the collection,
storage and analysis of data. These
computers, which analyze data in real
time as well as after experiments, are
frequently linked to a network of larger
mainframe computers. The control
rooms for major fusion and beam-
propagation experiments are remarka-
bly similar in appearance and function,
and differ very little from accelerator
and power-reactor control rooms.

The box on page 57 outlines the
network of nine Perkin-Elmer 7/32
and 8/32 computers that will supervise
the Mirror Fusion Test Facility now
under construction at Lawrence Liver-
more National Laboratory. The appa-
ratus for this large "tandem mirror"
experiment will consist of a central
solenoid section bounded on each end
by a transition region, a high-field
region and a magnetic mirror end plug.
There will be neutral-beam injectors,
gyrotrons that generate microwaves
for electron resonance heating, and 50
to 100 diagnostic systems. A sophisti-
cated computer-automated measure-
ment and control system is essential to
the operation of the experiment.

Physics models
In principle, we can compute the

behavior of a plasma completely. We
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need only carry out the following se-
quence of steps:
• determine the dynamical evolution
of the plasma by integrating either
fluid, particle or kinetic equations
• compute the associated charge and
current densities
• calculate the self-consistent electro-
magnetic fields by integrating Max-
well's equations.

In practice, however, even with the
use of today's most powerful comput-
ers, this step-by-step computation is
impractical. As figure 2 shows, plasma
phenomena occur over enormous spa-
tial and temporal ranges. To resolve
the full span of time and space scales
that exist in a real plasma might
require perhaps 105 to 1010 spatial
zones and a like number of time steps.
In actual practice, we must either
compress the range of time and space
scales by a choice of artificial plasma
parameters, or reduce the number or
complexity of the equations by making
an expansion in a small parameter.
Let us look at seven important compu-
tational models and some of their
applications, and then examine briefly
some relevant advanced software.

Magnetohydrodynamic equilibria. Of
particular interest in the design and
operation of laboratory experiments
are "equilibrium codes," which are

programs used to compute and analyze
equilibrium plasma configurations; in
fact, the reliable and precise calcula-
tion of plasma equilibria has been a
prerequisite to the success of major
fusion experiments. The computation
of magnetohydrodynamic equilibria re-
quires the solution of elliptic partial
differential equations, as does the cal-
culation of "guiding center" equilibria,
in which some orbital kinetics are
taken into account.3 Computer codes
designed to do these calculations use a
variety of iterative and direct methods.

The simplest equations describing a
plasma at equilibrium are

j x B = cVp
cV X B = 4;rj

V-B = 0
where j is the current density, B is the
magnetic field and p is the pressure
tensor. One matches the number of
unknowns and the number of equations
by providing a relation between the
pressure, the magnetic field and the
total magnetic flux 4'- F° r systems
with closed magnetic field lines, such as
tokamaks and toroidal pinches, a scalar
pressure p(4>) is often sufficient. Open-
ended systems, such as magnetic mir-
rors, typically support anisotropic plas-
mas, and a tensor pressure is required.
One can use guiding-center theory3 to

calculate the pressure tensor p(tf',B).
Designers of magnetic field-coil sys-

tems in tokamaks now use equilibrium
codes on a routine basis. The ISX-B
tokamak at Oak Ridge National Labo-
ratory is a good example of the use of
equilibrium codes to improve the de-
sign of poloidal coils. Considerable
expense in power supplies and control
circuitry was saved by combining the
ohmic heating coils, the vertical field
coils, and the coils that force the
plasma's cross section into the desired
shape. The optimization of the coil
design not only cut the required cur-
rent in half, but resulted in a very
flexible field system, which can pro-
duce plasmas of various shapes for
stability studies.

Tandem-mirror plasma equilibria
are in some respects more complicated
than those usually encountered in tor-
oidal devices. Anisotropic pressure,
the coexistence of several distinct plas-
ma components, and the three-dimen-
sional nature of these equilibria all
increase the difficulty of computing
realistic configurations. To these diffi-
culties one must add the complicated
structure of the magnetic and electric
fields that arise form the various seg-
ments of the tandem mirror system—
the central cell, transition regions,
thermal-barrier cells (which prevent

Magnet system consisting of
various coils designed by

computer. This perspective
drawing shows one end of the

tandem-mirror plasma
confinement device now

under construction at
Lawrence Livermore

Laboratory. The coils on the
left (blue) act as a magnetic-

mirror end plug; the other
coils generate a magnetic

field for the transition region
between the end plug and the

central solenoid section of
the device. The cross-

hatched region (magenta)
represents a plasma surface

enclosed by magnetic-field
lines. This surface is 30 cm

in diameter in the central
solenoid section. The

diagonal shaft denotes the
path of an injected neutral

beam. (Drawing courtesy of
Gary Yamaguchi.) Figure 1

PHYSICS TODAY / MAY 1983 55



the mixing of hot electrons in the end
plugs with cooler electrons in the cen-
tral cell), and end-plug mirrors—all of
which influence the equilibrium config-
uration.

Calculations of three-dimensional
magnetohydrodynamic equilibria vary
from analytical treatments of idealized
low-beta plasmas (beta is the ratio of
the plasma pressure to the energy
density of the confining magnetic field)
to more realistic, numerical treatments
of high-beta plasmas. The analytical
calculations of plasma equilibria in
tandem mirrors with quadrupole sym-
metry, even in the limit of plasmas that
are geometrically long and thin, yield
complicated formulae that must be
evaluated numerically if they are to be
applied to the solution of stability and
transport problems. Without the ap-
proximation of long and narrow plas-
mas, one must solve much more compli-
cated three-dimensional equations.

Magnetohydrodynamic stability. Plas-
ma physicists want to be able to predict
the circumstances under which a plas-
ma will be stable, and they have
developed magnetohydrodynamic sta-
bility codes for this purpose. These
time-independent codes calculate the
magnetohydrodynamic stability of
equilibrium configurations of plasmas
by solving the appropriate linearized,
perturbed equations for their normal
modes.4 The stability codes are based
on the assumption of "ideal" magneto-
hydrodynamic conditions, under which
the plasma behaves as a simple fluid
showing no resistivity and no effects of
finite particle orbits. Stability calcula-
tions determine the ranges of param-
eters for which plasmas will be stable,
and they predict the frequency spec-
trum of the normal modes of spatial
and temporal oscillation of the plas-
ma's particles and fields. These calcu-
lations are useful in interpreting the
measured spectra of fluctuating elec-
tric and magnetic fields, and in analyz-
ing the heating of plasmas by electro-
magnetic waves, particularly Alfven
waves.

Magnetohydrodynamic stability cal-
culations often use an energy principle
together with the Lagrangian associat-
ed with perturbations about an equilib-
rium configuration to formulate an
eigenvalue problem. Setting the vari-
ation of the time integral of the Lagran-
gian equal to zero leads to the Euler-
Lagrange equations—a set of partial-
differential equations that one can
solve numerically, if not analytically.
These equations describe the evolution
of the plasma. One approach to solving
the equations employs a set of carefully
selected expansion functions, which
reduce the problem to one of minimiz-
ing an algebraic quadratic form with
respect to certain variational param-
eters.

Space and time
scales showing the

large range of plasma
behavior of interest in

inertial confinement fu-
sion (top) and magnet-

ic confinement fusion
(bottom). The upper

diagram indicates the
range of phenomena in
a plasma generated by
a neodymium-glass la-

ser of wavelength Ao.
Other parameters char-

acterize the plasma:
electron mean-free-

path before encounter-
ing an ion /te i, electron

Debye length AOe,
plasma dimension L,

plasma frequency wpe,
electron-ion mean col-

lision time re( and
speed of sound cs.

The diagram below is
for a representative

deuterium plasma con-
fined by a magnetic

mirror. Parameters in-
clude electron and ion
Larmor radii ae and a,,

plasma radius and
length Rp and L, elec-
tron- and ion-cyclotron

frequencies « c e and
CJO, ion bounce and
drift frequencies wbl

and wD, mean ion-
electron and ion-ion

scattering times r,e
and T,, , Alfvfin-wave

transit time 7A, and the
mean neutral-beam

charge-exchange time
TCX . (Reference 2.)

Figure 2

102

10-

Collisional
electron kinetics

Hydrodynamics and
transport

Light propagation
and scattering,

collisionless kinetics

L/cs

10-

55 10 v

10

icr

10-15

- L

- R p

-a .

10- ' 2

TIME (seconds)
10"

MHD stability and . Neutral and
resistive MHD | collisional transport

Ion cyclotron heating
and ion microstability

Electron cyclotron
a heating and

~ e electron microstability

I I J ±_
10 '2 10 '° 10"8 10"6 10""

TIME (seconds)

r
10-

Important examples of magnetohy-
drodynamic stability codes are PEST at
the Princeton Plasma Physics Labora-
tory, ERATO at Ecole Polytechnique in
Lausanne, Switzerland, and GATO at
GA Technologies Inc. in San Diego;
these codes have been used in designing
and analyzing the stability of major
toroidal magnetic confinement experi-
ments.

Plasma physicists have applied lin-
ear magnetohydrodynamic stability
codes to the study of kink, sausage,
hose, interchange and ballooning insta-
bilities in magnetically confined plas-
mas. One recent result of extensive
computer calculations using such codes
was the recognition that ballooning
modes of low azimuthal mode number
can from large radial channels that
connect the interior of a plasma col-
umn to its edge. Ballooning modes
grow like aneurisms in regions where
the curvature of the confining magnet-
ic field is concave to the plasma. For a
given configuration of magnetic field
and conducting walls, these instabili-

ties determine the greatest stable plas-
ma pressure.

Techniques developed in studies of
ballooning modes in the limit of ideal
magnetohydrodynamics are now being
used to study resistive ballooning
modes, again with close interaction
between analysis and computation.
This understanding of ballooning has
already had a strong influence on
machine design. The design of the
present generation of tokamaks of non-
circular cross section, such as Prince-
ton's Poloidal Divertor Experiment and
General Atomic's Doublet, is based
largely on the prediction that such
devices are stable against the balloon-
ing instability at higher pressures than
are circular devices. Furthermore, stu-
dies of the three-dimensional magneto-
hydrodynamic stability of plasmas in
exploratory devices, such as the "spher-
omak," have influenced the design of
coils and the positioning of conducting
walls. In the case of the spheromak—a
compact toroidally shaped device with
no inner wall—studies predicted a tilt-
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ing instability, which was subsequently
observed experimentally.

Time-dependent MHD. The detailed
comparison of theory and experimental
data from magnetic-confinement de-
vices, laser-driven pellet implosions,
and spacecraft measurements of
Earth's magnetosphere depends on the
application of two- and three-dimen-
sional magnetohydrodynamic codes.
Time-dependent magnetohydrodyna-
mic calculations can simulate the de-
velopment of equilibrium and stability
on short time scales—nanoseconds to
microseconds in most laboratory ex-
periments. One application exciting
interest today is in the study of the
early stages of tokamak discharges and
the formation and destruction of mag-
netic surfaces. Other important exam-
ples are the evolution of Rayleigh-
Taylor instabilities in laser-fusion abla-
tive implosions (figure 3) and bubble
formation in the magnetosphere of the
Earth.5

Codes that calculate short-time-scale
magnetohydrodynamic evolution are
typically used to investigate the time-
dependent linear and nonlinear behav-
ior of instabilities. The main question
to be answered is whether or not a
particular magnetohydrodynamic
mode is unstable, and if so, how fast
does it grow, what is its structure, and
how destructive is it? Although linear
magnetohydrodynamic stability prob-
lems are often amenable to analytical
solution, nonlinear problems, including
the effects of resistivity, rely almost
totally on computers.

To analyze nonlinear resistive insta-
bilities, one must solve the time-depen-
dent magnetohydrodynamic equations
of motion. These comprise a coupled
system of eight time-dependent, nonlin-
ear, partial-differential equations,
whose three-dimensional solution is a
formidable task on any computer sys-
tem. To follow the flow of the plasma
and the development of the fields, one
combines the fluid equations for con-

Mirror Fusion Test Facility control hierarchy

Supervisory computer

Facility computer
230-kV-pulse power substation
Magnets
Safety interlocks

Vessel-systems computer
Cryogenic system
Vacuum system
Getters

Injector computer
Plasma streaming gun control computer
Startup neutral-beam computer
Sustaining neutral-beam computer

Plasma diagnostics computer

Data-base management computer

servation of mass, momentum and
energy with Maxwell's equations, neg-
lecting the displacement current. One
must give a prescription for the heat
flux to close the system of equations,
and this is usually done by considering

particle kinetics or by giving a pheno-
menological description of the heat
flow. Finally, one typically reduces the
equations in number or complexity to
make the computations more tractable.
Despite the difficulty of the problem,

1

1

1
i I

j

2.80 6.55 7.21 10.96 13.16

DISTANCE (microns)

16.91 20.07 23.82

Evolution of an instability, as simulated by a two-dimensional,
triangularly zoned, hydrodynamic computer code. The sequence
shows the nonlinear evolution of a Rayleigh-Taylor instability during the
laser-driven ablative acceleration of a thin shell. The simulation
calculates mass ablation and electron thermal conduction in a carbon

slab irradiated with 10'5 W/crrr of 1.06-micron laser light. These four
frames catch the ablation at 20-picosecond intervals beginning 60
picoseconds after the irradiation begins. Contours separate regions of
equal mass; shell is initiated with two different perturbations. (Courtesy
of Charles Verdon and Robert McCrory). Figure 3
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there have been notable advances in
three-dimensional resistive mangeto-
hydrodynamic codes in recent years.67

Progress in calculating the magneto-
hydrodynamics of resistive plasmas in
tokamaks has been especially dramat-
ic, and comparison with experiment
has been increasingly favorable. De-
tailed calculations at Princeton, Oak
Ridge, Fontenayaux-Roses in France,
and Culham in England have given a
credible picture of the major instabili-
ties that disrupt plasmas in tokamaks.7
Figure 4 gives an example.

Macroscopic plasma transport. To sim-
ulate the flow, or "transport," of parti-
cles and energy in a plasma, one must
solve a set of partial-differential equa-
tions of the diffusion type. Typical
dependent variables are the number
densities and temperatures of each
particle species, the current densities
and the magnetic field. The equations
require transport coefficients, that is,
coefficients of diffusion, thermal con-
ductivity and electrical resistivity;
these are obtained from the best avail-
able theories. Physicists have made
considerable progress in obtaining nu-
merical solutions of the transport equa-
tions for magnetically and inertially
confined plasmas, and they have made
detailed comparisons of experiments
and theory,8 as we shall see.

One calculates different quantities
when analyzing an existing experiment
than when simulating a future experi-
ment. When the goal is analysis, it is
sometimes convenient to specify mea-
sured density and temperature profiles
and then deduce empirical transport
coefficients. By contrast, for simula-
tions one specifies the transport coeffi-
cients, which are typically based on
previous analyses, and then calculates
the densities and temperatures.

Whether they are doing analysis or
simulation, transport codes generally
model many physical phenomena in
addition to transport. For example,
tokamak transport codes also calculate
the evolution of equilibrium, taking
into account radiation losses due to
impurities, the reflux of material from
the chamber walls back into the plas-
ma, sawtooth temporal oscillations in

Simulated major disruption of a plasma in
a tokamak, as calculated by time-dependent,
three-dimensional, resistive magnetohydro-
dynamic equations. The simulation traces
the nonlinear evolution of the tearing of mag-
netic flux surfaces that have differing helical
pitches. As viewed in a minor cross section,
the tearing leads to the formation of island-
shaped perturbations. When islands
associated with flux surfaces of two or more
distinct pitches overlap, the magnetic-field-
line trajectories become random and plasma
confinement deteriorates dramatically.
(Courtesy of Oak Ridge National
Laboratory). Figure 4

x-ray emission and loop voltage, the
programmed injection of neutral gas to
replenish the plasma, auxilliary heat-
ing of the plasma by the injection of a
neutral beam or microwaves, and, of
course, fusion over the 10- to 100-msec
lifetime of the discharge. Whereas
transport is typically treated as one-
dimensional, namely perpendicular to
the surfaces of magnetic flux, some of
the subsidiary calculations often em-
ploy more refined geometric models.
For example, the equilibrium calcula-
tion is customarily two-dimensional,
whereas the auxiliary heating models
may be three-dimensional. Although
inclusion of such refinements allows
more realistic modeling, it requires
increased computer capacity and capa-
bility.

Transport codes, now used routinely
in the analysis of data from all major
tokamak and mirror experiments, have
also proven to be quite useful in experi-
mental design and in the exploration of
new operating regimes. For example,
transport calculations for Princeton's
Tokamak Fusion Test Reactor predict-
ed that large levels of impurity radi-
ation could cause temperature profiles
that peak off the principal toridal axis,
and such profiles were subsequently
observed in the Princeton Large Torus
experiment.

Plasma researchers use fluid and
Monte Carlo codes to address axial and
radial transport in tandem-mirror de-
vices. These calculations, which con-
sider detailed axial and radial profiles
and include the effects of collisions,
determine electron and ion loss rates as
well as confinement properties. In a
tandem-mirror device, transverse
losses can exceed classical losses be-
cause the magnetic field is not sym-
metric about the main axis. In such a
situation, ions satisfying certain reso-
nance conditions experience progres-
sive radial displacements that can be
further increased by collisions. Quan-
titative calculation of the consequences
of this phenomenon requires transport
codes to represent the plasma both
axially and radially. These codes must
also model neutral-beam injection, ra-
dio-frequency heating and atomic phys-
ics processes.

In inertial-confinement fusion re-
search, sophisticated one- and two-
dimensional hydrodynamic transport
codes have become invaluable in the
design and analysis of experiments.
The most successful of these codes is
the two-dimensional hydrodynamic-
transport code LASNEX, which employs
a coordinate grid that moves with the
plasma. Developed by George Zimmer-
man and his coworkers at Livermore,
LASNEX models hydrodynamics, radi-
ation transport and multi-energy-
group electron transport; it then calcu-
lates the fusion yield and simulates the
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Original disk position

Experiment and
simulation of emission
from an aluminum disk
driven by the Shiva
laser at Livermore.
The simulation (below)
was done with the
computer code
LASNEX. Shown in
each frame is a
streaked image of the
x-ray self-emission for
a 600 picosecond
pulse at 5.8x10" W/
cm2. The code was
able to accurately
model the blow-off and
the complex radiation
phenomena that
occured. (Courtesy
of Robert Price
and Mordecai
Rosen.) Figure 5

TIME (nanoseconds)

dignostic measurements performed in
experiments.9 (See figure 5.) Codes
such as LASNEX are unique in that they
describe macroscopic transport but also
contain some kinetic detail.

Particle and Vlasov codes. Particle
codes use first principles to compute
the motion of particles under the influ-
ence of their self-generated electric and
magnetic fields as well as externally
imposed fields. Ideal for providing
microscopic information on the growth
and saturation of strong instabilities
and the effect of turbulence, these
codes give phase-space distribution
functions, fluctuation and wave spec-
tra, and trajectories of individual parti-
cles.

Particle codes are usually classified
as either "electrostatic" or "electro-
magnetic." In the first type, one com-
putes only the electric field, and this is
done with Poisson's equation; the mag-
netic field is either absent or constant
in time. The second type of code is
either relativistic and fully electromag-
netic—that is, the equations of particle
motion are relativistic and the electric
and magnetic fields are obtained from
the full Maxwell equations—or it as-
sumes the nonradiative limit, in which
the equations are nonrelativistic and
transverse displacement currents are

-0.5

neglected.10

Particle codes calculate the trajector-
ies of individual particles in serial
fashion by integrating equations of
motion such as

(1)

—
At

\,xB/c)

where y = (1 — ii'2/c2)'"2, and the elec-
tric and magnetic fields E and B must
be interpolated from a grid to the
instantaneous location of particle i.
The codes collect charge and current
densities p and j from the particles and
assign them to nearby points on the
grid:

p(x) = , - x)

x, - x )

The distribution factor S is zero beyond
a certain distance from each particle i.
The summation extends over the full
range of the 103 to 10s particles in
typical simulations. Solution of Max-
well's equations using these sources
yields values of the electric and mag-
netic fields that correctly reflect the

fields generated by the particles them-
selves. These large-scale particle simu-
lations often require several hours of
running time on a Cray computer.

Instead of integrating the equations
of motion for a collection of particles
using equation 1, one can integrate a
kinetic equation for the phase-space
distribution function f(x, v; t). For ex-
ample, one can solve the collisionless
Boltzmann or Vlasov equation

df/dt = (d/dt + v-Vx + a-Vv )/"= 0 (2)

Velocity moments of the phase-space
distribution function determine the
charge and current densities, which
one can then use in Maxwell's equa-
tions as sources for the fields. Overall,
Vlasov simulation gives the same kind
of information as particle simulation.

Particle simulation codes have
grown from simple one-dimensional
electrostatic models to three-dimen-
sional electromagnetic models, al-
though the three-dimensional models
are still quite limited. Grid resolution
in all particle codes has improved, but
not dramatically. However, ion-elec-
tron mass ratios are now much more
realistic. With recent advances in nu-
merical methods," time steps need not
be limited by the resolution of time
scales based on the plasma frequency
or the cyclotron time. This refinement
is important because stability and
transport phenomena are often much
slower and demand large time steps.
However, the simultaneous resolution
of very fine and very coarse time scales
remains limited.

Particle and Vlasov simulations, by
giving a detailed and complete picture
of the kinetic behavior of plasmas, are
the most reliable tests of nonlinear
kinetic theory. They are frequently
used to simulate the linear and nonlin-
ear evolution of microinstabilities (in-
stabilities dependent on the details of
the particle velocity distribution func-
tion). At Princeton, researchers have
used two- and three-dimensional elec-
trostatic simulations to analyze low-
frequency drift waves that contribute
to an anomalous confinement of energy
in tokamaks. At Livermore, simula-
tions have verified linear and nonlin-
ear theories of ion-cyclotron instabili-
ties in magnetic-mirror configurations.
These theories and simulations have
contributed importantly to the strategy
on which current tandem-mirror ex-
periments are based. A number of
groups are using particle simulations
to study the heating of magnetically
confined plasmas by electromagnetic
waves tuned to the lower hybrid and
electron- and ion-cyclotron frequencies.
They are doing this computer work in
support of various experimental de-
vices—the Princeton Large Torus, the
Elmo Bumpy Torus at Oak Ridge,
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Alcator C at MIT and Doublet at GA
Technologies.

Particle simulation plays a dominant
role in the design and analysis of
electron and ion beam-propagation ex-
periments. Two- and three-dimension-
al relativistic electromagnetic codes,
such as CCUBE, in use at Los Alamos and
Mission Research Inc., MASK, in use at
the Naval Research Laboratory and at
Science Applications Inc., model the
performance of diodes, klystrons, lin-
acs, beat-wave accelerators and free-
electron lasers. These codes reveal the
efficiency of beam extraction, the sta-
bility, positioning and strength of guide
fields, the amount of focusing, and
other propagation characteristics (fig-
ure 6).12

Particle simulation is also used ex-
tensively in inertial-confinement-fu-
sion research, particularly at Liver-
more and Los Alamos. The most
important codes are two-dimensional
electromagnetic and relativistic.
These codes simulate fundamental la-
ser-plasma interactions, including the
following: the microscopic details of
simulated Raman and Brillouin scat-
tering, the generation of hot electrons,
resonant absorption, the steepening of
the plasma density gradient, the cra-
tering of the laser-absorption layer of
the plasma, the self-generation of me-

gagauss magnetic fields by currents
induced by the laser, the two-plasmon
decay instability in which laser pho-
tons decay into pairs of electron plasma
waves, and concomitant effects on heat
transport by electrons. These simula-
tions have not only predicted and
explained the phenomena observed in
experiments, but they have also sup-
plied transport codes with phenomeno-
logical transport coefficients.

Other applications of particle codes
are diverse. Particle simulations have
elucidated the role of "double layers"—
sharp steps in electrostatic potential
often caused by current-driven mi-
croinstabilities—in mechanisms of aur-
oral acceleration, and have been used
in the study of collisionless shocks in
the Earth's bowshock. Researchers un-
der Defense Department contract have
performed three-dimensional particle
simulations of the exposure of satellites
to x rays and gamma rays.

Kinetic transport codes. In various
plasmas, the assumption of a Maxwell-
Boltzmann distribution of electron or
ion velocities is inadequate, and one
must solve kinetic equations to find the
distribution functions. For example, at
number densities and energies typical
of quiescent plasmas in mirror experi-
ments, the end losses are caused pri-
marily bv the classical Coulomb SCat-

<
a.
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DISTANCE (cm)

Electron orbits in a pinch-reflex diode, as simulated by a two-dimensional magnetostatic and
electrostatic computer code. The horizontal axis is an axis of revolution. Electron emission is li-
mited to the face of a cylindrical cathode. The reflexing foil is an ion source, behind which is the
back plate of the anode. The computer code considers diode voltages up to 5 MV, which pro-
duce electron currents up to 165 kA. These simulations model the Aurora experiment performed
by the Naval Research Laboratory (Courtesy of Adam Drobot.) Figure 6

tering of charged particles into the
velocity-space loss cones. The kinetic
equation describing this process is the
Boltzmann equation with Fokker-
Planck collision terms13

dt £
+11 dv,duk \ At H f

The angular brackets indicate that the
dynamic friction and diffusion coeffi-
cients are determined by an average
over many scattering events; df/dt is
defined in equation 2. One must solve
this equation to study the thermaliza-
tion of a particles in deuterium-tri-
tium plasmas, to study runaway elec-
trons and ions in tokamaks, to analyze
superthermal-electron energy trans-
port in laser fusion, to evaluate the
performance of two-energy-component
fusion reactors, and to understand the
heating of plasmas by energetic neutral
beams, microwaves or lasers. Physi-
cists used results from kinetic trans-
port codes in designing the Princeton
Tokamak Fusion Test Reactor to obtain
fusion breakeven with deuterium-tri-
tium burning.

Hybrid codes. A "hybrid code" is one
that combines two or more basically
different models, and hence, two or
more basically different techniques of
computation. The most prominent ex-
ample is a combination particle-fluid
code.

The advantage of a particle code
alone is that it contains the most
complete treatment of the physics. Its
disadvantage, which stems from this
same feature, is that it is forced to
follow the development of the plasma
on the shortest time and space scales at
which significant plasma phenomena
occur. Unfortunately, these scales are
typically much shorter than the time
and space scales associated with con-
finement and transport. Fluids codes
are attractive because they treat the
plasma on coarser scales, and hence
need many fewer time steps and spatial
points. When the motion of certain
classes of particles is important, we
must treat those particles kinetically;
we may treat the remainder of the
plasma with fluid equations. Another
useful hybridization is the coupling of a
kinetic transport model to a macroscop-
ic plasma transport code, which is the
case with LASNEX.

Particle-fluid hybrid models have
become increasingly important in the
last five years. A typical hybrid model
used in magnetic fusion work repre-
sents the ion components as kinetic
species and the electrons as a fluid; this
eliminates some or all electron fre-
quencies and short length scales.
Freed from the limitations imposed by
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the electrons, one can model the kinetic
ion effects on macroscopic, almost mag-
netohydrodynamic, time and length
scales, which are considerably more
relevant to experiments. For example,
researchers have used hybrid codes to
study the ion-temperature-gradient
drift instability in a tokamak, and they
have applied these codes to the analysis
of the formation and stability of field-
reversed and toroidal pinches. In
beam-propagation research, hybrid
models describe the beam itself with a
particle model, and the propagation
medium—plasma or air—with fluid
equations. Laser-fusion researchers
are simulating superthermal-electron
energy transport and electron-heat-
flux inhibition by modeling energetic
electrons with kinetic equations and
the rest of the plasma with fluid
equations.

Advanced software. All scientific dis-
ciplines have seen a staggering in-
crease in the development and use of
sophisticated computer software. Plas-
ma physicists have been particularly
interested in the utilization of automat-
ed algebra and the development of
structured and automated program-
ming. The MACSYMA system for sym-
bolic manipulation, developed by the
Laboratory for Computer Science at
the Massachusetts Institute of Techno-
logy, has been applied widely in the
complicated and often tedious algebra-
ic manipulations that frequently arise
in plasma physics. The MACSYMA pro-
gram also generates its own Fortran
coding to numerically evaluate roots,
integrals, derivatives and the like for
expressions it has already obtained by
symbolic manipulation.

To relieve the burden of certain
tedious and repetitive programming
tasks, plasma theorists have developed
automated FORTRAN programming
packages, such as OLYMPUS at Culham
Laboratories and derivative packages
at Livermore.M These packages re-
quire the user to provide subroutines
that both define the particular calcula-
tion and are compatible with the struc-
tured format of the master program
contained in the package.

Future directions
Advances in computations derive

from improvements in numerical and
mathematical techniques as well as
from the introduction of more sophisti-
cated computers. To make the most
powerful computers accessible to the
largest number of people, users have
established pools. For instance, the
groups working on magnetic-fusion re-
search in the United States have estab-
lished a national computer network,
outlined in figure 7. The National
Magnetic Fusion Energy Computer
Center at Livermore currently houses
two Cray-1 computers and a CDC-7600.
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Remote users around the country are
connected to the center by telephone
lines and satellite links. As large
mainframe computers have improved,
faster computers featuring vector pro-
cessing and larger fast memories have
joined shared networks. The next gen-
eration of computers will have multiple
central processors and will make possi-
ble more realistic and more complex
plasma simulations. Calculations will
be faster by factors of 4 to 10, and grid
resolution will be increased by a factor
of 10 or more.

Improvements and cost reductions in
peripheral equipment have accompa-
nied improvements in mainframes.
Microprocessor technology has invaded
plasma physics laboratories, physicists'
desktops and plasma experiments
flown on spacecraft.15 In the future,
experiments will make greater use of

microprocessors for supervision and
data management. "Smart" terminals
and high-speed interactive graphics,
now more common, are especially valu-
able in the design of laboratory experi-
ments and in processing data collected
in experiments and in computer simu-
lations. Special-purpose computers
that have been optimized for a specific
class of calculations are being intro-
duced as cost-effective alternatives to
large mainframe computers.

Plasma computations have evolved
from rudimentary one-dimensional
models that were performed on the
earliest computers to sophisticated
three-dimensional simulations that
run on today's state-of-the-art main-
frames. However, as physicists contin-
ue their efforts to analyze and predict
plasma behavior, the complexity of the
problems will demand further ad-
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vances in both model building and
computer capability.

We wish to thank the many physicists and
engineers who generously contributed re-
source materials to this endeavor. We are
particularly grateful to Steve Auerbach,
Carol Gerich, Betsy Sanger and Janet Wik-
kerink for their expert scientific, technical
and editorial assistance in the preparation of
this article. Out work is supported in part by
United States Department of Energy contract
number W-7405-ENG-48 at Lawrence Liver-
more National Laboratory.
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