
Theory of defect processes
Phenomenological rate equations, chemical rules and computations
based on processes at the atomic and microstructural levels contribute
to our understanding of corrosion, radiation damage and catalysis.

A. Marshall Stoneham

Most scientific studies of imperfect solids
concentrate on the properties of individ-
ual isolated defects. Such properties in-
clude their electronic structure, as shown
by optical and spin-resonance data, for-
mation energies, and diffusion parame-
ters. Yet these properties alone do not
always determine those practical appli-
cations of solid-state physics that exploit
the behavior of defects. The principal
extra ingredients can often be described
as defect processes—how defects interact
with each other and how the imperfect
lattice evolves. That is, the time-de-
pendent behavior of the imperfect solid,
not just its static properties, affects how
it can be used.

The importance of defects and defect
processes has been realized for many
years; some of the early work on tar-
nishing,1 for example, dates from the
1920's. The rapid development of ex-
perimental methods in the 1940's and
1950's moved the main thrust of defect
studies to what one might call a "botany"
of defects. This detailed classification
and analysis of defects and their proper-
ties is now largely complete in some areas
(intrinsic defects in alkali halides, shallow
centers in semiconductors and transi-
tion-metal ions in oxides, for example),
yet incomplete in others (as in the case of
deep levels in semiconductors). This
approach can be contrasted with the
"technological" one, in which the behavior
of real materials is described. The study
of defect processes provides a link be-
tween the two approaches. Here I will try
to give some idea of the state of the theory
of defect processes (for the theory of de-
fects, see reference 2), emphasizing
mechanisms and transient phenomena.
The examples I will discuss are cases
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where experiment alone is not sufficient
for a full understanding of the process.
Such cases are typically those with in-
convenient time scales, either very fast or
very slow, or else situations so complex or
so dirty that experiment cannot separate
the many components involved. In
complex situations, another important
role for theory is to provide a framework
in which the phenomena can be under-
stood. But the real test of a theory is the
quantitative understanding of behavior.
We are thus concerned with quantitative
predictions of the physical variables that
make a system behave in one way rather
than another, and ultimately with the use
of such a theory to control or modify
processes in desirable ways. By contrast,
other authors, Hans Haken,3 for example,
are more concerned with qualitative an-
alogies between phenomena in systems far
from equilibrium and their basis in the
underlying differential equations. Such
an approach leads to a different kind of
understanding of the complex phenomena
in crystals and other systems.

Table 1 shows a primitive classification
of defect processes. It is superficial, in
that widely different phenomena may be
grouped together and some phenomena
could fit several categories, but the clas-
sification clearly shows the range and
variety of defect processes in solids. The
four main categories depend on the degree
to which a steady state is achieved. The
processes have a unifying factor, for the
critical steps are determined by atomic
motion, and by defect populations and
their evolution. It is these components
which are now open to quantitative pre-
diction and assessment.

Types of theory

It is a tautology that one must pose the
right question to get the right answer.
Likewise, one must decide what type of

theory is needed to establish a theory of
defect processes.

For illustration, consider the oxidation
of a simple metal exposed for long periods
to oxygen gas. This is a classic example
of corrosion, which itself includes an
enormous diversity of phenomena from
the simple oxidation of metals to the ef-
fects of corrosive liquids and the added
complications of electrochemical and
mechanical factors. Obviously, the study
of corrosion is a very practical subject,
emphasizing protection from corro-
sion—for example by avoiding faults of
geometrical design, or by interfering with
the corrosion mechanism by protective
coatings, by electrical methods, or by
manipulating sensitive components of the
environment, or by identifying circum-
stances in which corrosion will be negli-
gible. Thermodynamic data are an im-
portant guide, for they suggest what
equilibrium state is relevant, though they
do not describe how rapidly it is at-
tained.

It is when one turns to examining the
rates and the way in which they can be
influenced that defect processes become
important. We can illustrate the four
kinds of theory by examples for oxidative
corrosion.

Phenomenological theory: rate equations.
This approach was established in the
early work on corrosion,1 by Gustav
Tamann, Carl Wagner and his colleagues,
Sir Nevill Mott and N. Cabrera. The
basis for the rate equations rests on laws
such as the diffusion equation, the law of
mass action, and the conservation of
charge. One example is the parabolic law
central to the theory of oxidation. Sup-
pose an oxide layer is growing on a metal
at a rate limited by diffusion through the
oxide, rather than by some surface or in-
terfacial phenomenon. Then the con-
centration gradient falls off roughly as the
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Defect clusters in metal oxides of the type M T - , 0 . The diagram on the
left shows the structure of a [4 :1 ] cluster (below) (four vacancies and
one interstitial) and a [6:2] cluster (above); the clusters are marked. The
two diagrams on the right illustrates how a [4 :1 ] cluster moves without

dissociation when a lattice atom and an interstitial one make a transition
through a saddle point. Black spots mark filled M 2 + sites, solid color
marks O2~ lattice sites. Vacant cation sites are shown as black circles
and interstitial M 3 + ions are filled circles. Figure 1

thickness of the oxide layer, and the dif-
fusion equation shows that the thickness
increases as the square root of the time.
The same approach can be generalized to
include surface-limited and space-charge
influenced cases, though the resulting
complexity may be impractical to
handle.

The main results of this approach, such
as the parabolic law, are important be-
cause they provide a framework within
which experimental results can be ana-
lyzed. Indeed, the parabolic law has be-
come so much a part of practical corrosion
studies that its origin in theory is some-
times forgotten.

Phenomenological theory: chemical. The
basic ideas can be seen best by an exam-
ple. Suppose the oxidation of a metal is
limited by cation diffusion through the
oxide, and suppose diffusion occurs by the
motion of isolated cation vacancies. Any
impurity that enhances the cation va-
cancy concentration should increase the
oxidation rate. Chemical phenomenol-
ogy can relate the impurity chemistry to
the oxidation rate, and one can draw up
systematic rules from this type of argu-
ment.

Disappointingly, the rules have rather
limited success. The source of the diffi-
culty is the correct identification of the
diffusion mechanism, notably, precisely
which species is diffusing and what role
the impurities play. Both may be con-
siderably more complicated than one
would hope, even ignoring more subtle
effects related to grain structure. The
aim of the two remaining types of theory
is to deal with just those features that
limit the chemical phenomenological
theories.

Atomistic theories involve quantitative
microscopic calculations of the atomic
aspects of corrosion. They attempt to
answer questions such as, what defects are
present in oxide layers? What are the
modes of matter and charge transport?

Such calculations are especially important
because sensible assumptions about de-
fects and their diffusion mechanisms can
easily be wrong. Oxides are notorious in
this respect. In TiO2-j , for instance, a
simple and sensible assumption might
invoke titanium interstitials or oxygen
vacancies. Yet neither is important, ex-
cept possibly at extremely low non-stoi-
chiometry (that is, when x is very small)
or in association with impurities; the
oxygen deficiency, it turns out, is achieved
mainly through shear planes, as seen in

electron microscopy. In many other
cases, the nature of the dominant defect
is very hard to deduce without accurate
atomistic calculations. This is especially
true of the complicated and diverse effects
which involve chemical impurities. The
shear planes in TiO^-A also illustrate the
important role that defect aggregates play
in the behavior of substances.

Clearly, if the main defects, their pop-
ulations, and their interactions with im-
purities are known, one can repeat the
chemical theory arguments with much
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DEVIATION FROM STOICHIOMETRYx

Cluster formation in M n , - ^ . We plot the fraction of the total of vacancies in each of the types
of cluster as a function of the cation deficiency (or deviation from stoichiometry) x. Note the
dominance of [4 :1 ] clusters (solid color) for deficiencies larger than one per thousand. For very
small values of x. M 2 + vacancies (black dashed line) predominate; when the deficiency reaches
several percent larger aggregates become important. (From reference 10) Figure 2
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Recombination-enhanced diffusion. The sinusoidal curve represents the crystal potential; atoms
diffuse by hopping from trough to trough. In local heating the activation energy, £A, required for
diffusion is effectively reduced to FA(eff) by the energy ER available from recombination. In local
excitation the crystal is excited to the state D" (colored curve—its position with respect to £R is
arbitrary) with a reduced activation energy fA*. Figure 3

greater certainty. One extra limitation
remains, however, so that a further type
of theory is needed.

Evolution of microstructure. Films of
oxide on metals, and indeed almost all
corrosion layers, contain microstructure:
voids, grain boundaries, cracks, layers of
different chemical or physical nature, and
so on. This microstructure both deter-
mines the important transport processes
and is determined by them. The theory
of the evolution of the microstructure is
the link between atomistic processes and
the phenomenological rate-equation ap-
proaches. In the phenomenological ap-
proach one postulates a specific diffusion
process to predict, for example, an oxi-
dation rate. In the atomistic-micro-
structural approach one attempts to
predict the macroscopic behavior in terms
of known chemical and physical proper-
ties of the initial system. The approach
thus parallels the aims of the phe-
nomenological chemical one, which it
contains as a limiting case. Just as nature
can be complicated, so any general theory
will be complex. However, most of the
present theories of the microstructural
evolution are relatively primitive. There
are many special cases, in which results on
specific systems are explained a post-
eriori. There are phenomenological
theories too, which model a particular
component—the gradual blockage of
fast-diffusion paths, for example. Un-
fortunately, there are very few attempts
to predict what microstructure should
develop from a given initial metallurgical
state of a sample, its environment and its
geometry.

Within these various types of theory,
there are various theoretical tools.
Especially powerful are some of the large
computer codes that calculate the elec-
tronic structure, lattice geometry and
energy and associated observable prop-
erties. Members of my group at Harwell,
for example, have developed a very flexi-
ble suite of programs, including codes
such as Michael Norgett's HADES and
Tony Harker's MOSES, for such calcula-
tions. These codes have been used ex-
tensively in a wide range of applications,
in many countries, and with collaborators
from many institutes. Large computers
are not the only tool, for analytical ap-
proaches are very valuable. Having the
tools is only part of the story too. Just as
devising good experiments is hard, so is
the identification of soluble problems that
aid our understanding of defect pro-
cesses.

Defects and defect motion

Atomistic calculations make predic-
tions that are qualitative—such as what
the main types of defects are and how
they move—and also quantitative—the
characteristic energy of defects, for ex-
ample. Because the motions of many
interacting ions are involved, the calcu-
lations use advanced computer tech-
niques for any realistic representation of
real solids. In general one assumes an
interionic potential and works with a
rigid-ion model or with the shell model or
one of its relations.

Depending on the type of problem in-
volved, one can use one of two general
schemes for the calculations: static

Table 1 Types of Solid State Process

Type
Steady state, non-

equilibrium
Quasi-steady state,

non-equilibrium
Non-steady state:

Evolving system
Non-steady state:

Dynamic case

Main Features
Transport, electronic or ionic

Examples
Forced diffusion in a field gradient

Metastable states, frozen-in order Void lattice and related formation of
or disorder Glasses (conventional or metallic)

Continued development with time Solid-state reactions: Segregation

Rapid changes, without approach to Early stages of radiation damage: Collision
thermal equilibrium sequences

simulation or molecular dynamics. In
static simulations one finds the geometry
and energy of a perfect or imperfect
crystal in equilibrium—it may be a con-
strained equilibrium like the saddle point
of a classical diffusive lump. In molecular
dynamics one follows the motion of the
ions by integration of the classical equa-
tions of motion, obtaining series of snap-
shots from which the probabilities of
various processes can be deduced. Both
the static simulation and molecular dy-
namics routines have been implemented
by workers in many countries. A good
example of a general-purpose code for
static simulations is the HADES code
mentioned earlier.

The special advantages of static simu-
lation include flexibility and economy.
Finding an equilibrium geometry for a
defect lattice can be made extremely ef-
ficient. Thus if one wants to consider a
truly isolated defect, one can indeed
handle a large region of surrounding
crystal, properly matched to an elastic
dielectric continuum. If one wants to
discuss defect clustering, one can handle
aggregates of, say, ten or twenty defects,
though obviously extreme cases will al-
ways be time-consuming. One can also
treat dislocations. The simulations let
one study activation energies for classical
diffusion jumps and for small-polaron
motion and allow one to predict charge-
transfer energies.

What then are the disadvantages?
First, the method is a static one, so that,
in essence, it predicts internal energies,
whereas experiment usually works with
free energies. (Although it is, in princi-
ple, possible to obtain the free energy
from the internal energy and the entropy,
it is extremely difficult to calculate the
entropy; only recently has anyone suc-
cessfully calculated an entropy.) As a
consequence, the method does not allow
one to find absolute rates easily, although
their temperature dependence is often
accurately given. A second disadvantage
is that one must choose the likely defects
or processes by physical intuition, so it is
always possible to miss out on an impor-
tant contribution.

Molecular dynamics has complemen-
tary strengths and weaknesses. The
method is far less economical, and one
usually adopts periodic boundary condi-
tions with a rather small repeating unit to
reduce the computing effort. Complex
defects and line defects cause severe
problems for the codes, and treating the
motion of small polarons (that is, polarons
that are localized to within roughly a unit
cell) requires significant changes in the
standard procedure. Molecular dynam-
ics, however, also has important virtues.
It gives rates (probabilities per unit
time)—though it may not easily give ac-
tivation energies for rarer processes. One
can use it to treat the liquid state as well
as the solid state. And it automatically
includes any processes that occur with
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reasonable probability.4 With static
methods the working assumption is that
the most likely process has the lowest
energy barrier. While this is often so,
there can be cases where processes with
higher activation energies have higher
rates, and molecular dynamics can iden-
tify them.

The static approach has a wide and
varied history of successful use. Among
the cases where processes have been an-
alysed, rather than just the formation and
motion energies of simple intrinsic defects
predicted, are Richard Catlow's discus-
sions5 of the incorporation of oxygen into
alkaline earth fluorides by hydrolysis, and
his analysis of the defect behavior of
nonstoichiometric UO2 fuels. The work
by Catlow, Kaz Diller and Michael Nor-
gett on defects and defect aggregates in
alkali halides6 has been important in un-
derstanding the complicated develop-
ment of radiation damage. In a quite
different direction, the static modelling
of the mechanism of fracture in silicon7

has shown a number of features—such as
lattice trapping—that are not present in
simpler treatments. Fast ionic conduc-
tion has been a fruitful area for both static
and dynamic methods. In the fluorites,
for example, the static treatments8 com-
plement the dynamic methods9 most ef-
fectively.

Transition-metal oxides

Oxidation of metals is one of the sim-
plest cases of corrosion. Yet even when
the parabolic law shows that mass trans-
port is the rate-determining process, the
behavior may be too complicated to ana-
lyze with the whole present range of ex-
perimental techniques. This is partly
because of the effects of microstructure,
and partly because of the subtle and var-
ied effects of trace impurities. Theory is
able to combine with experiment to give
a clearer and surer picture of the main
mechanisms underlying the enormous
amount of experimental data.

At Harwell we have performed10 cal-
culations based on a well-tried model of
ionic crystals, widely tested in alkali and
alkaline earth halides, in alkaline earth
oxides, and in a range of other oxides like
AI2O3, T1O2-X, and UO2+*. The basic
model combines the shell model, which
gives a good description of the lattice dy-
namics and dielectric properties, with
empirical models of short-range poten-
tials. The computations do not explicitly
include covalency, though some terms are
implicit in the empirical potentials; the
remaining covalency and crystal-field
terms are small and can be estimated
separately. Past experience with these
calculations suggests they can be at least
as reliable as the best experiments in most
cases. We have used the calculations to
predict the mechanism of charge trans-
port, the principal defects, and their mode
of motion in the cubic oxides, M]_,O, of
manganese, iron, chromium or nickel.

ENERGY
Hole excited

DISPLACEMENT

Electron excited

DISPLACEMENT

Photochemical damage in an alkali halide. The main action takes place along a (110) close-packed
row of anions (indicated by the colored stripe in the diagram); the sequence of events along this
row is shown below. The boxes indicate, first, the formation of a self-trapped exciton (2) and its
subsequent motion through the crystal, leading to the production of an F center (the empty box in
4) and an H center (the extra filled box in 7). The graphs at right show the energy surface of the
crystal as a function of an atomic displacement for several different states of excitation labelled
by roman numerals. The colored curves show the energy of the recombined state; these differ
because the geometry of the crystal depends on the state of the hole. Figure 4

These oxides have a deficiency of cations
(rather than an excess of oxygen as, for
example, in the case of UO2+1), so that
the form of cation vacancies and their
charge compensation is thus of central
importance.

A first question concerns the mecha-
nism of charge transport. Do the free
holes move as "large polarons," with a
long mean free path and spread through
large volumes of the crystal—like the
holes in GaAs—or do they move as "small
polarons," in which the hole is effectively
localized to within a unit cell by the lattice
distortion it causes—effectively produc-
ing an M3+ cation instead of M2+—and
diffuses randomly by hopping from cell to.
cell? To answer these questions one
needs to know the relative importance of
the polarization and distortion produced
when an M3+ ion replaces M2+ and the
competing reduction in kinetic energy
achieved in a large-polaron band. The
result can be expressed in the form that a
large polaron is expected when the car-
rier's bandwidth exceeds a specific value.
While there is no general concensus about
the experimental results, they are con-
sistent with the trend predicted: charge
transport in MnO probably involves small
polarons, and that in CoO and NiO is a
close balance marginally favoring large
polarons. (See table 2.)

A second question concerns the effect
of impurities. How, for example is the
motion of holes affected when the oxide
is doped with alkali atoms (lithium or
sodium), producing Mi_vO:A? We have

studied both the binding of a hole to the
impurity and the hopping of the hole
around the impurity. Experimental data
are more complete for the impurity sys-
tems. They indicate that the trapped
hole is localized on one of the cations ad-
jacent to the substitutional alkali impu-
rity. The fact that the predictions are in
good general accord with experiment is a
form'uable test, for the energies are only
a few tenths of an electron volt, as com-
pared with Madelung energies (essentially
the electrostatic energy of the ions in the
crystal) and polarization energies of a few
tens of electron volts.

It is agreed that diffusion in these ox-
ides is dominated by the motion of cation
vacancies. It is far less clear what charge
state or degree of aggregation is involved.
Just as assimilation of anion vacancies
into shear planes modifies the behavior of
TiOo-.v dramatically, so clustering has
important effects in other oxides. One
can identify these effects qualitatively.
Clustering changes both the defect con-
centrations and the fractions of mobile
and immobile imperfections. Further,
there may be cooperative motions that
allow clusters to move with a lower acti-
vation energy than their component point
defects. There is good experimental ev-
idence for clustering of defects in oxides.
For Fei-jO the type of cluster can be
deduced because there are enough clus-
ters to be seen by neutron scattering.1' In
other transition-metal oxides of the same
type, M]_VO, the effects of clustering
show in the precise dependence of the
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Void lattice in molybdenum. The voids are about 20 A in diameter and 200 A apart; they are sta-
bilized in this array by elastic interactions. (The plane shown is the [011] crystal plane.) A dis-
location in the void array is marked with an arrow. To produce the voids the crystal was irradiated
at 870°C with 2-MeV nitrogen ions at a rate of 7 X 1017/cm2. (From ref. 20.) Figure 5

oxygen partial pressure on ,v, the degree
of non-stoichiometry, and in the apparent
dependence of motion and formation
energies on both x and temperature.
Two of these clusters are shown in figure
1. The main basic cluster proves to be the
[4:1] cluster (here an [N:M] cluster
comprises N vacancies and M intersti-
tials, and consequently N — M net
vacancies). These [4:1] clusters have the
important features of stability and mo-
bility; they are structurally interesting
too, because they can be used as building
blocks for the spinel structure of Fe:!Oj.
The quantitative theory of mass transport
works out well: It can correctly predict
formation energies and binding energies.
This is important, for theory can isolate
the various mechanisms and assess their
relative importance. Further, mass-ac-
tion arguments give the relative concen-
trations of different defect species for a
known non-stoichiometry. A striking
feature of the results, shown clearly in
figure 2, is the rapid change from almost
all isolated vacancies to almost all [4:1]
clusters. For Mn i _x this occurs at values
of* between 10":t and 10~2.

The key points are thus that the theory
successfully predicts the transport and
thermodynamic properties of transition
metal oxides and that defect clusters are
an important component in most cases.
Obviously this affects how one analyzes
diffusion and corrosion experiments. For
oxidation the most important implica-
tions concern the effects of impurities.
Contrary to the assumptions of the simple

"chemical" theories, impurities do not
merely affect defect populations. They
may change the major defect type (charge
state, cluster form, cluster size) and they
may affect the mobilities of these differ-
ent defect types. For example, if an im-
purity were to encourage vacancy and
cluster formation, but interfered with the
non-dissociative diffusion mechanism of
the clusters, the observed effects would
not be those given by the simple chemical
theories. In so far as matter transport is
the only important issue, the atomistic
methods can handle just those problems
that are beyond the scope of the "chemi-
cal" methods. The effect of impurities on
the evolving oxide microstructure is an-
other and more formidable issue.

High carrier densities

Many diverse phenomena are affected
by high densities of free carriers. These
phenomena often involve transient states
with very short time scales, though
longer-term developments also occur.
They often have very practical implica-
tions because they may cause degrada-
tion: One does not want semiconductor
devices or solar cells to deteriorate under
just the conditions in which they are most
useful. The various processes can be put
into two broad classes, depending on
whether the effect of the extra carriers is
to modify the electronic or lattice vibra-
tional components of the system.

Local heating: the carriers provide en-
ergy (from their recombination energy) to
increase the vibrational energy in the re-

action coordinate. The recombination
energy En reduces the effective thermal
activation energy from EA to £A<eff) =
E\ — aEu, where « is a number less than
unity (see figure 3). In general, local
heating effects should be rare in solids,
though possibly common in small mole-
cules.

It is central to the model that the reac-
tion coordinate must correspond rather
closely to a normal mode of the system
within a relatively narrow limit. If it does
not, two problems arise. One is that it is
hard to exoite efficiently a motion which
is not a good approximation to a normal
mode. The other is that it is hard for
such a systematic motion to survive long
enough to have its desired effect; the en-
ergy is not effectively localized (as mea-
sured by amplitudes of vibration of spe-
cific atoms) but is spread over the whole
system in delocalized modes. This delo-
calization can occur even before a single
diffusive jump has occurred. Clearly this
is less of a problem in small molecules,
where all modes are, of necessity, strongly
localized. Indeed, one method of laser
isotope-separation exploits this: The
excitation energy from a laser is trans-
ferred in part directly to the reaction
coordinate and in part indirectly, via
other modes that excite the reaction mode
through anharmonic interactions. Thus
the molecules can dissociate, despite the
anharmonic shifts of the higher vibra-
tional states from resonance.

For practical purposes, the importance
of a local heating mechanism depends on
whether or not a local mode or resonance
occurs. In simple cases, where inter-
atomic forces are known to be changed
greatly or where very light or very heavy
masses are involved, one can use standard
methods to show the localization occurs.
There is good evidence for the mechanism
in a defect involving hydrogen in SiC, for
example.12 In many other cases, how-
ever, one must be content with noting
that, if the frequency associated with the
reaction coordinate lies in the midst of the
bulk modes, localization is probably
negligible and local heating unimpor-
tant.

Local excitation: the recombination
energy (or corresponding excitation) is
transferred to the electronic degrees of
freedom, rather than the vibrational mo-
tion. The defect is excited electronically
in some sense, altering the potential en-
ergy of the crystal geometry. The dif-
ferent potential energy surface in the ex-
cited state allows rapid motion. The
mechanisms parallel the well-known cases
in which light provides the excitation, as
in the motion of self-trapped holes, in the
charge-state dependence of defect diffu-
sion rates and in catalytic processes where
photoexcitation can change the interme-
diates.

Clearly, an important role for theory is
to identify the class of processes involved.
Given the energy of the crystal lattice as
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a function of the geometry—of the ar-
rangement of its atoms—one can often
predict mechanisms for any processes
involving the motion of atoms, that is, for
diffusion or diffusion-like processes.
Even if one cannot make precise predic-
tions one can at least eliminate some
mechanisms. The calculations may be
very complicated and one must be careful
to identify the key features. One must
include the effects of the displacement
and polarization of more distant neigh-
bors, and one may need to obtain the
energies of one- and two-electron excited
states. Usually there will be charge re-
distribution to include self-consistently.
Nevertheless, these calculations are pos-
sible, and their range and detail is im-
proving rapidly.

Sometimes the questions asked are
much less complicated. For example,
whether or not there is a local resonance
is central to local-heating models, because
the degree of localization affects the effi-
ciency of the excitation, the persistence of
the required motion, and the eventual
thermalization of that motion. Calcula-
tions for the case of the self-interstitial in
diamond13 rule out local-heating models
on just that basis. As another example,
whether or not the defect has different
sites in different charge states is central
to the applicability of the Burgoin-Cor-
bett model,14 in which the defect moves
by alternating changes in its charge state.
The local-excitation models are normally
much trickier, for one needs to compare
energy surfaces (energy as a function of
lattice geometry) for more than one elec-
tronic state. A good example of the way
the local-excitation models work can be
seen from studies of optically-produced
damage in ionic crystals.

Optical excitation can produce vacan-
cies and interstitials in alkali halides in a
few picoseconds. The process involves
the optical production of an exciton, the
self-trapping of the exciton, and a non-
radiative recombination giving damage.15

There are analogies to be drawn between
the alkali halide systems and others, not
only the obvious alkaline-earth fluorides
but also with systems as far removed as
chalcogenide glasses. The phenomenon
is a good subject for any theory of defect
processes, partly because of the short time
scale and the large number of different
potential decay channels (so experiment
alone cannot give the whole picture), and
partly because experiments (notably by
Milton Kabler and his colleagues at the
Naval Research Laboratory) provide an
impressive number of related measure-
ments of the properties of the self-trapped
exciton against which any theory can be
tested.

The self-trapped exciton can be re-
garded as an electron bound in the Cou-
lomb field of a localized hole. In its
ground state the hole is effectively im-
mobilized, self-trapped by the formation
of a molecular ion; such a hole, shared by
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PARTICLE POSITION

Motion of iron particles over graphite. The
particles, about 500 A in diameter were ob-
served in a carbon-monoxide atmosphere with
an electron microscope. The largest motions
shown represent excursions of about 1000 A.
The particles were pinned to a ledge on the
graphite surface, so the motions are in one di-
rection only. (From reference 21.) Figure 6

two negative ions in the crystal, is called
a Vk center. In KC1, for example, the Vk
center corresponds to replacing 2C1~ by
Civ". The self-trapped exciton can re-
combine by several mechanisms
• non-radiative, giving damage (around
10"12sec)
• spin-allowed radiative, or a transition
(around 10~8 sec)
• spin-forbidden radiative, or w transi-
tion (about 10~:1 sec)
as well as a variety of non-radiative
channels with a range of lifetimes. The
spin-allowed transition is seen in only a

few of the alkali halides. The theory of
the self-trapped exciton has been con-
cerned with its electronic structure, with
the kinetics of the transitions among its
levels and with the nature of the self-
trapping and damage processes. Any
theory that claimed to describe the dam-
age process should certainly predict the
various spectroscopic properties of the
self-trapped exciton. In practice, the
combination of several methods (includ-
ing pseudopotential, unrestricted Har-
tree-Fock and semi-empirical molecular
orbital techniques) gives excellent pre-
dictions of many observables. It is par-
ticularly gratifying that it was the theory
which firmly established that the a and 7r
transitions involved distinct orbital states;
that it was kinetics, rather than selection
rules, which eliminated the a transition in
some crystals, and that the self-trapped
exciton probably reorients as it evolves to
its ground state. The quantitative pre-
dictions give confidence, for not only does
theory agree with experiment, but also
different theoretical methods agree with
each other.

One of the problems of interest in the
study of alkali halide crystals is the
question of what electronic state is the
precursor of damage. The initial damage
consists of neutral centers: an F center,
in which an electron is trapped at a neg-
ative-ion vacancy, and an H center, in
which an extra anion is squeezed into a
row of anions. There are two main con-
tendors for the precursor: one with the
hole in its lowest state and the electron in
one of its lower states, and the other in
which the hole is excited to a 7r-like state.
Both types of state can arise in self-
trapping and de-excitation, and indeed
energy may be transferred between the
electron and hole components of the ex-
citon.

The predictions of the radiation-dam-
age mechanism were made primarily to

Table 2 Polaron energies in transition-metal oxides

Crystal
Minimum bandwidth, f,

for the large polaron
to be stable (eV)

Type of polaron
found experimentally

When an alkali
atom is present
Binding energy of

polaron, E& (eV)
Theory
Experiment

Energy for hole FH (eV)
hopping around alkali

Theory
Experiment

1 A is the energy difference between
Adapted from reference 10.

MriT-jO Fei_j(O
3.06 2.18

probably small

0.24
0.2

large and small free polarons.

Co,-xO
1.88

0.52- A1

0.38

0.24
0.20, 0.25

Nii-,0
1.6

probably large

0.54 + A1

0.31-0.43

0.19
Complex

0.05-0.16
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answer this question.16 Our calculations
combined self-consistent molecular-or-
bital calculations with independent cal-
culations of the lattice geometry by the
sort of methods described earlier. The
lattice distortion and electronic energies
are interrelated, of course. However, here
it is the hole that primarily determines
the distortion, which one can calculate
given potential energy curves for Ch~ in
its various states; one must do this for the
several different stages of events, starting
with the self-trapped exciton and passing
through the translational instability to the
F and H centers. For each of these steps
we calculated the electronic structure and
total energy, using a 42-atom cluster for
the early stages, and a 57-atom cluster for
the later stages. The total energies define
potential energy surfaces for the different
stages of the electron and hole. These
surfaces, in turn, determine the relative
probabilities of different mechanisms.
Figure 4 illustrates the results, showing
both the sequence of events by which an
exciton produces a pair of defects and the
energy surfaces for the different states of
the electron and the hole.

One important point is that the total
energy for isolated F and H centers is
higher than that of the self-trapped ex-
citon in its lowest state. It is energetically
forbidden for the exciton in its lowest
state to give rise to damage, which is
consistent with observation. Conversely,
F and H centers have enough energy to
recombine, producing the 7r-exciton lu-
minescence. This has also been observed;
it is not clear whether the barrier to re-
combination is overcome by tunnelling or
by some other motion not discussed here.
Still more important is that the potential
energy surfaces strongly suggest that F
and H center formation occurs when the
hole is excited. When the hole is in its
ground state, there is a barrier of over 2 eV
against defect formation. This barrier
persists even when the electron is excited.
When the hole is excited, there appears to
be no barrier at all: it should be able to
produce defects athermally. The lifetime
of this excited state need not be long, be-
cause one sees F centers produced within
a few picoseconds of the initial optical
excitation. It follows that if the hole is
excited optically, starting from the lowest
exciton state, then F and H centers are
produced. Several workers, among them
Richard Williams at the Naval Research
Laboratory, and Noriaki Itoh and Masa-
mitsu Hirai in Japan, have indeed seen
F-center production after such optical
excitation. Even if the results do not
identify the excited state uniquely,17 they
do demonstrate a clear instance of a local
excitation mechanism. Moreover, the
present predictions give a consistent de-
scription of what is observed that agrees
with current data.

Microstructure and its evolution

Even though atomic processes ulti-

400

TEMPERATURE T(degC)

450 500 550

3x10" -

10 1 5

3xlO'" —

RECIPROCAL TEMPERATURE 104/T (K~1)

Cavities in steel produced by irradiation as a function of temperature. The thin line shows the initial
number of gas bubbles. The colored curve shows the results of variable-energy cyclotron ex-
periments and the black curves show the results of the rate theory for two different values of the
parameters. (From reference 19.) Figure 7

mately determine solid-state behavior, it
is not always convenient or constructive
to discuss phenomena at this level alone.
Many cases can be, and have been, dis-
cussed on a larger scale. Among these are
the growth of grains in ceramics and
"spinodal decomposition" in alloys (in
which there is an instability with respect
to the composition of the solid solution).
These processes have many practical ap-
plications, from the control of grain size
in ceramics for magnetic recording to alloy
design. One finds four principal cases
where discussion on the larger scale is
particularly helpful.

The first case includes situations in
which the microstructure actually deter-
mines which atomic processes are im-
portant. Corrosion is an obvious exam-
ple. The grain structure determines
whether diffusion occurs predominantly
through the bulk or through the grain
boundaries. Obviously, however, the
atomic and microstructural aspects are
interdependent, because the microstruc-
ture itself evolves through processes on
the atomic scale.

The second important case covers sit-
uations in which several alternative ex-
tended defects may emerge by the capture
or aggregation of point defects. One
might have surfaces, dislocations, cavities
and precipitates all competing for
vacancies. We still need a theory that
treats the evolution of the populations of
these extended defects consistently. To

a first approximation one may ignore the
precise arrangement of the components,
and the dominant interaction is that of
competition.

In the remaining cases there are im-
portant interactions beyond mere com-
petition, almost always the elastic inter-
action, in which one component distorts
the host and so affects the energy of an-
other component. This interaction has
a long range, and frequently overwhelms
the purely electronic interactions so often
discussed in the literature. The remain-
ing two cases may also involve motion of
macroscopic defects. One concerns the
evolution of order, as in the development
of the void lattice and many parallel
cases. An example is shown in figure 5.
The other involves the dynamic behavior
of macroscopic components, including
both motion and change of shape. Cat-
alysts, for example, need not be the con-
stant and steady base they are often sup-
posed to be. Many experiments have
shown dynamic behavior, in some cases
clearly a consequence of a chemical reac-
tion taking place on the catalyst. In the
most dramatic examples, metal particles
on non-metallic substrates may move at
up to 1000 A/sec, and show a most varied
range of behavior (see, for example, figure
6). The motions themselves can have
catalytic consequences. The particles do
not have a constant area in their motion,
nor need the number of any "critical" re-
action sites be constant. The tempera-
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ture of the particles may vary during their
motion as their thermal contact with the
substrate alters. In the longer term,
degradation may occur because metal
atoms are slowly dispersed or because the
particles pick up poisons during their
motion.

Important questions in the physics of
nuclear reactor design concern the long-
term behavior of the structural compo-
nents. One does not want to wait tens of
years to find out what can happen to the
reactor components over that period.
Simulation experiments have been a
powerful alternative. One uses acceler-
ators in short-term experiments to deduce
the key parameters that determine the
long-term behavior. The competition
between different larger defects for the
point defects produced directly by ra-
diation damage is a key problem in relat-
ing the two time scales. A "Rate Theo-
ry" I8 has been developed specifically to
handle this competition between voids,
dislocation, and so on, for vacancies and
interstitials. It goes beyond simpler ap-
proaches of chemical kinetics by consid-
ering each defect in a self-consistently
chosen average environment and by let-
ting the defect character evolve with
size.

In irradiated steels one distinguishes
between two types of cavity: the gas
bubble, in which gas pressure is impor-
tant, and the void, which may be regarded
as empty. The distinction is never com-
plete; in practice one talks of voids when
the gas pressure is much less than that
associated with surface tension; for bub-
bles the two pressures are comparable.
The balance between the pressure and the
surface tension affects the equilibrium
concentration of vacancies. The surface
tension attempts to reduce the cavity size,
favoring emission of vacancies, whereas
the gas pressure favors cavity growth.

When a steel is irradiated, both the
swelling and the numbers of bubbles and
voids are influenced by the initial cavity
population and by the gas both initially
present and produced during irradiation.
Figure 7 gives an example of how the rate
theory provides a successful model for this
process18 and shows that the observed
void concentrations decrease with the
temperature of irradiation. The rate of
decrease changes rapidly at one point,
giving a "knee" in the graph of the num-
ber of cavities versus reciprocal temper-
ature—the "Arrhenius plot." The pre-
cise location of the knee depends on what
gas is present and is successfully given by
rate theory.

In this brief survey of defects and the
solid-state processes they determine I
have described only a few of the many
important non-equilibrium phenomena
which underly the technological use of
solids and the theories that are necessary
to understand them. These theories are
not just empirical phenomenology, but
have a real predictive power, both quali-

tative and quantitative. They thus affect
the questions one may attempt to answer:
Instead of being limited to those that are
convenient to answer experimentally, one
can explore those questions for which
answers are needed.

This paper is based on an invited talk given at
the 1978 Warwick Solid State Physics Meeting
of the Institute of Physics. A fuller account
af many of the points discussed has appeared
in Advances in Physics 28, 457 (1979).
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