
Amorphous semiconductors

Research on their electronic states, vibrations and structural
changes helps us understand these glasslike materials, which show promise in
switching and amplification, as memories, and for silverless photography.

Jan Tauc

In recent years the physics of amorphous
semiconductors has developed into a field
so extensive and ramified that it is diffi-
cult to review in one paper. Various re-
searchers emphasize different achieve-
ments; my choice of these is based on an
attempt to give the reader an idea of the
breadth of the research—from funda-
mental questions on electron states and
atomic motions to the principles under-
lying some of the applications. The main
difficulty with such a presentation of a
more or less consistent picture is that
there will necessarily be an inadequate
discussion of alternative interpretations,
so that the reader may get the mistaken
impression that the suggested models
were uniquely deduced from the experi-
mental data. Unfortunately, crucial ex-
periments that distinguish between dif-
ferent interpretations are still scarce.
Nevertheless, experimental and theoret-
ical work in the last five years have shown
that some previously suggested plausible
assumptions were incorrect, and the field
has achieved, besides its extensive growth,
significant progress in the understanding
of the fundamental physics.

Electronic states

In a 1971 PHYSICS TODAY article,1

Morrel Cohen summarized the under-
standing of the electronic properties of
amorphous semiconductors that is ob-
tainable from a model based on the work
of Philip Anderson, Sir Nevill Mott,
Cohen and others. In this model the en-
ergy gaps typical of crystalline materials
are replaced by pseudogaps, in which the
density of states is low but not zero as in
a real gap. The wavefunctions of the
states in the pseudogap extend only over
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limited distances, and so the states are
referred to as "localized." But even in
amorphous solids we expect the existence
of extended states (typical of crystals)
because an electron is only slightly scat-
tered by fluctuations of a potential that is
sufficiently small compared with the
electron energy. One may then argue
that in a homogeneous system the sepa-
ration between the localized and extended
states, the so-called "mobility edge," il-
lustrated in figure 1, must be sharp, be-
cause a localized and an extended state
can not exist at the same energy. This
model has been widely accepted as a
framework for discussing the electronic
states in amorphous nonmetallic solids.
In the last few years, many experiments
were devised to learn about the character
of various electronic states, their densities
and their dependences on the solid's
structure, chemical bonding and compo-
sition.

Extended states of amorphous solids
were studied by the same methods as
those in crystal physics: optical and
photoemission spectroscopy. As ex-
pected, the spectra of amorphous solids
do not show the sharp structures, due to
singularities, that are associated with the
long-range order of crystals. But the
spectra definitely can not be interpreted
as merely broadened versions of the
spectra of the corresponding crystal.
Figure 2 shows, for example, that the
density of states in the valence band, as
determined by photoemission, has three
main bands in crystalline silicon but only
two bands in amorphous silicon.

The results of calculations by Marvin
Cohen, John Joannopoulos and their
collaborators indicate that this difference
is due to changes in the short-range order
rather than to the loss of the long-range
order: The basic structural elements of
both amorphous and crystalline silicon is

the tetrahedron, but the second-neighbor
coordination is different. In the crystal
structure there are only sixfold rings while
in the amorphous structure there are also
odd-numbered rings (fivefold, sevenfold);
the model in figure 3 illustrates this.
Rings such as these are present in some
high-pressure crystalline modifications of
silicon for which it was possible to calcu-
late the optical spectra and to compare
the results with the data on amorphous
silicon. These studies showed that, if we
disregard the sharp structures in the
spectra, the topological similarity or
dissimilarity between networks is more
important that the long-range order.

Ideal glass

States in the mobility gap (figure 1) are
of two kinds: intrinsic and extrinsic
(produced by defects and impurities).
How this distinction is to be made may
not always be clear, especially in compli-
cated glasses. In this article we consider
only simple glasses, and for them it ap-
pears possible to postulate the concept of
an "ideal glass," defined as an amorphous
solid with no impurities and no defects. I
shall elaborate later on the concept of a
"defect" in a glass; for the moment we
may identify the defects as broken
chemical bonds, and define an ideal glass
as a pure glass in which all chemical bonds
are satisfied. Such a solid may never
rigorously exist, because the amorphous
structure may necessarily imply the ex-
istence of some broken bonds.

An example of the ideal structure is the
Polk model1 of amorphous germanium,
depicted in figure 3. This is constructed
as a random, completely interconnected,
network built from the same tetrahedra
as in the crystal, but slightly deformed.
Dennis Weaire2 and others gave a math-
ematical proof that an energy gap exists
in this random structure is the matrix el-
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Density of electron states D(£) in amorphous semiconductors. The "intrinsic" localized states were
found to be restricted to energy intervals less than 0.1 eV. The other localized states in the mobility
gap (shown here as a light colored band) are associated with defects and impurities (solid colored
line). EF is the Fermi level. Figure 1

ements of the hamiltonian between the
electron orbitals of the neighboring atoms
and neighboring bonds in the same atoms
are constant throughout the solid.
Howevef, a distribution of the matrix el-
ements—due to the distribution of the
bond angles and interatomic distances as
found in actual structures—produces
states in the gap.

An important result of the experimen-
tal evidence was the realization that these
so-called "intrinsic" states in the gap do
not form broad distributions deep into the
gap, as originally expected, but that they
are restricted to energy intervals very
close to the band edges (see figure 1).
Therefore the absorption edges of pure
glasses (such as amorphous SiO2) can be
as sharp as those in crystals, and the ab-
sorption below the gap can be extremely
low. A striking example of this is in the
glass fibers developed for optical com-
munications, the absorption coefficient of
which has been reduced to 10~6 cm"1 (at
the light wavelength of one micron) by
careful purification as discussed by Alan
Chynoweth in the May 1976 issue of
PHYSICS TODAY.

This result on the distribution of in-
trinsic states is far from trivial. In
amorphous germanium, the distributions
of matrix elements estimated from the
fluctuations of angles and distances gives
much broader edges than those observed
experimentally. The reason why this is
so leads to a deep problem typical of
glasses. We can calculate the electronic
properties of crystals starting from known
structure; in glasses, all we know is the
average structure. James Phillips sug-
gested that the atomic structure may ad-
just itself during glass formation so that
the energy of the system (electrons plus
ions) locally reaches a minimum. This

would happen if the electron-lattice in-
teraction is strong, as one expects it to be
for localized states in glasses. The bind-
ing energy of electrons is increased by the
deformation of the lattice (Franck-Con-
don effect). Anderson presented plau-
sible arguments that these energy shifts
pull the energy states from the gap and
sharpen the edges.

More recently, Anderson3 developed
the idea of the electron-lattice interaction
further and suggested that it produces a
strong attractive interaction between
electrons in nonmetallic glasses that
outweighs the coulombic repulsion of two
electrons in a localized state. As a con-
sequence, most localized states in the gap
would be doubly occupied, just as the ex-
tended states are; therefore would not
produce electron-spin resonance signals
or paramagnetic contributions to the
magnetic susceptibility. We shall ex-
amine this idea further when we consider
the defects in chalcogenide glasses.

Defects and impurities

Except for the states very close to the
edges, the states in the gap are due to
impurities or defects. These can be of
many kinds, as in crystals, and it appears
that their electronic structures are also
similar to those in crystals. Nevertheless,
they may behave differently in various
kinetic processes, because the carriers are
much less mobile in glasses than in crys-
tals.

The simplest defect is a broken bond.
Two electrons (tl) are shared in a chem-
ical bond between two atoms. In some
structural configurations the atoms are
not able to share the electrons and the
bond is broken. This is a "dangling"
bond, sketched in figure 4. Dangling
bonds occur in glasses as well as in crys-

tals; for example, on internal surfaces of
microvoids, and in vacancies and mul-
tivacancies. A dangling bond is neutral
(D°) when occupied by a single electron;
this defect produces esr. The dangling
bond can attract an electron, and become
negatively charged (D~); or a hole, and
become positively charged (D+); in these
states it does not produce electron-spin
resonance.

Freshly evaporated sputtered films of
Ge and Si contain large concentrations of
dangling bonds that are associated with
microvoids and divacancies. They make
a paramagnetic contribution to the mag-
netic susceptibility and produce esr sig-
nals that can be reduced by annealing or,
very effectively, by incorporating hydro-
gen, which apparently binds chemically
to the dangling bonds. Amorphous Si
films made from the gas phase by the de-
composition of pure silane (SiH4) in an rf
glow discharge have a small concentration
of states in the gap and approximate the
ideal glass. Walter Spear and Peter Le-
Comber4 have shown that by admixing
impurities such as phosphine or di-borate
into silane one can change the value and
the type of the conductivity—in the same
way that one can dope crystalline semi-
conductors. It was even possible to make
a p-n junction with these doped amor-
phous silicon films. These p-n junctions
are now studied in several laboratories as
photovoltaic cells, possibly suitable for
solar-energy conversion. The simplicity
of their construction makes them attrac-
tive for large-scale applications if their
efficiency can be made high enough.
Previous attempts to dope evaporated or
sputtered amorphous Ge or Si films by
group IIIA or VA elements and influence
their conductivity failed; this was appar-
ently due to the concentration of the de-
fect states in the gap in these materials,
which was high compared with that of the
states introduced by doping.

The understanding of the states in the
gaps of simple chalcogenide glasses (such
as Se, AS2S3, As2Se3 and As2Te3) is a more
difficult problem. The spectroscopic
data (absorption edge) and the magnetic
data (magnetic susceptibility and esr)
revealed very low concentrations5 both of
states in the gap and of single spins (below
1016 cm"3). From these experiments,
chalcogenide glasses appear as ideal, and
we may argue that the chemical bonds can
be completely satisfied because, during
the relatively slow formation of these
glasses by the quenching of the melt, the
bonds have time enough to form.

David Emin6 proposed a theoretical
explanation of various transport effects in
chalcogenide glasses that appears to be in
good agreement with experiment. In his
theory it is not necessary to assume any
defect-related electron states in the gap;
the strong electron-lattice interaction
("small polaron formation") makes the
electron states and dynamics substan-
tially different from those found in ex-
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tended states in crystalline semiconduc-
tors.

An alternative approach (to be dis-
cussed below) starts from an interpreta-
tion of some experimental data as evi-
dence for the existence of some kind of
electronic states in the gap of chalcogen-
ide glasses. The relevant effects are the
ac conductivity, glow curves, field effects,
the impossibility of changing the con-
duction type by doping with impurities,
and the pinning of the Fermi level.

Paired states
Mott and his collaborators7 have elab-

orated a model of these states that is
based on Anderson's idea, mentioned
above, that paired electron states are
preferred in these materials. The energy
of two neutral dangling bonds D° is as-
sumed to be higher than the sum of
energies of D~ and D+ states. The reason
is that the charged states have their
energies lowered by a strong interaction
with the distortion of the environment—
the polaron effect. In this case only
paired defect states are found in the ma-
terial: D~(||) and D+ (no spins).

The position of the Fermi level is de-
termined by these two-electron states.
By definition, the Fermi level is the en-
ergy per electron needed to introduce
electrons into the system; in our case, this
energy is smaller if we introduce two
electrons at a time instead of one. A high
density of two-electron states in the gap
will pin the Fermi level, in our case near
the center of the gap. The states at and
below the Fermi level are occupied two-
electron states ("bipolaron" states).
Therefore they are not detected by the
magnetic or esr measurements, do not
produce optical absorption and do not
contribute to the dc conductivity; they
can, however, be seen in the ac conduc-
tivity (which one can intuitively visualize
as due to oscillatory motion of the electron
pair). The defect states D~ and D+ are
charged, and we expect strong electric
fields in the samples. According to
Robert Street, the presence of charged
centers is essential for the understanding
of luminescence and recombination.

Stephen Bishop and his co-workers il-
luminated amorphous AS2S3 with photons
with energies in the absorption edge.8

These photons generated singly occupied
electron states, which produced both op-
tical absorption below the absorption
edge and esr signals. The singly occupied
states are presumably the D° states
mentioned above, and this powerful
technique has allowed them to study the
characteristics of these excited states.
They were able to show, for example, that
the excited state in amorphous AS2S3 is a
hole in the upper part of the valence band,
formed by the lone-pair electrons in sul-
fur, as diagrammed in figure 5. Although
photoluminescence is observed both in
crystalline and amorphous AS2S3 and
As2Se3, its similarity indicating the pres-
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X-ray electron photoemission spectra of crys-
talline and amorphous silicon show the density
of electron states in the valence bands. Note
that there are three main bands for the crystal-
line form, two for the amorphous material.
(These are schematic versions of spectra pre-
sented in L. Ley, etal, Phys. Rev. Lett. 29, 1088;
1972.) Figure 2

ence of similar defects in both phases, the
generation of esr-active states was ob-
served only in the glasses.

This work on states in the gap of chal-
cogenide glasses has initiated studies on
the chemical nature of defects in these
materials; basic kinds of these defects
were recently discussed by Marc Kastner,
David Adler and Hellmut Fritzsche.

Transport effects

So far this discussion has been domi-
nated by arguments based on spectro-
scopic and resonance data. However,
there exists a wealth of data obtained
from transport experiments.9 Two es-
sentially different types of conduction can
be envisioned:
• high-mobility conduction in extended
states (analogous to the usual semicon-
ductor band conduction), and
• low-mobility hopping conduction, in-
volving either band-tail states, defect
states in the gap or intrinsic small-polaron
conduction.
In chalcogenide glasses, the temperature
dependence of the electrical dc conduc-
tivity <r at high temperatures is a simple
exponential function, as in intrinsic

crystalline semiconductors for which it
holds,

0 = aoexp(-Es/2kT)

Eg being the gap width. This suggests
that the conduction may take place in
extended states. Analysis of the data on
the dc conductivity, thermoelectric power,
Hall mobility and photoconduction,
however, requires a more complicated
model. Mott and his collaborators7 ex-
plain the data in terms of a model that
involves the extended-state motion of
holes, combined with the variable-
range-hopping conduction described
below. Emin10 pointed out that the data
on chalcogenide glasses are consistent
with the idea that the dominant charge
carriers are holes that form small polarons
hopping between chalcogen atoms.

If the one-electron density of states at
the Fermi level D(Ep) is sufficiently large,
electronic hopping between states with
energies close to the Fermi level will
dominate the transport of electrons. This
appears to occur in evaporated or sput-
tered films of amorphous Ge, Ge alloys, Si
and III-V compounds deposited at low
temperatures.9 Mott11 has noted that in
disordered systems the electrons may hop
much longer distances than between
nearest neighbors, to achieve the best
compromise between a large overlap of
the wavefunctions and a small energy
difference between initial and final states
("variable-range hopping"). If the en-
ergetic disorder is sufficiently great,
long-range hops will dominate the con-
duction at sufficiently low temperatures.
Using an ad-hoc expression for the site-
to-site jump rate and neglecting correla-
tions between hops, Mott found that the
conductivity in this case will vary as

where To is a constant that depends on
the density of states at the Fermi level and
on the spatial extent of the electronic
wavefunctions.

Excess carriers injected into amorphous
semiconductors behave differently from
those injected into crystalline semicon-
ductors. The unusual features of the
propagation of carrier pulses through
films of amorphous materials were shown
by Harvey Scher and Elliott Montroll13 to
be due to non-Markoffian transport pro-
cesses. W. van Roosbroeck and others
studied the effects that occur when the
recombination time is short relative to the
dielectric relaxation time.9-14 This "re-
laxation regime" may occur in amorphous
semiconductors as well as in some poorly
conducting crystalline semiconductors.

Vibrations

In a crystal, the periodic arrangement
of atoms makes it possible to decouple the
vibrations of a large interconnected net-
work by performing the Fourier transform
from real space (local atomic displace-
ments) into k space (plane waves). In
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this case, the calculation of vibrational
frequencies is reduced to solving the ei-
genvalue problem in the unit cell for each
k vector in the first Brillouin zone. In an
amorphous structure, however, the Fou-
rier transform does not produce this de-
coupling, and the transformation into k
space does not have any obvious advan-
tages. Of course, if the amorphous
structure could be obtained by a small
perturbation of a crystalline structure, a
description of vibrations as damped plane
waves might be useful. However, this is
usually not the case, as the topologies of
the amorphous and crystalline structures
are different. No general method for
dealing with vibrations in amorphous
solids is known. We will discuss two
different approaches to this problem,
again using amorphous AS2S3 and Ge as
typical examples.

The fundamental structural units from
which crystalline, amorphous and liquid
AS2S3 are built are ASS3 pyramids, which
are coupled together through the S atoms.
Gerald Lucovsky and Richard Martin
showed that the Raman and ir spectra of
amorphous AS2S3 can be interpreted as
produced by vibrations of an ASS3 pyra-
mid with all apex angles equal. This is
remarkable inasmuch as the ASS3 units
are strongly coupled together through the
As-S bonds.

Alfred DeFonzo and I analyzed under
what conditions the vibrations of a small
molecular unit can be decoupled from the
rest of the network and treated in first
approximation as vibrations of a mole-
cule. 1S The condition in the case of AS2S3
is that the neighboring units must have
particular orientations. If this "de-
coupled network" method is applicable,
one can obtain useful information about
the atomic arrangement, beyond the first
neighbors, in amorphous solids. The
molecular signature of the spectra of
chalcogenide and other glasses is rather
common and has been used extensively to
obtain information about the nearest
neighbors.16

The vibrations of tetrahedrally bonded
amorphous structures can not be de-
coupled by this method, and different
approaches have been tried. If the matrix
elements are constant, the intensity of
both the Raman and ir spectra is propor-
tional to the density of the vibrational
states (no k-vector selection rule). Ex-
periments suggest that this density has a
structure similar to that of the phonon
density in the corresponding crystals.

To obtain a better understanding of the
actually observed spectra, Richard Alben
and his colleagues made calculations on
clusters of atoms and successfully inter-
preted the fundamental features of the
spectra.17 However, it was difficult to
draw definite conclusions about the
structure beyond the first neighbors.

A basic problem with the cluster is the
necessity of considering a small cluster
(less than 100 atoms); for these the num-

A model of the structure of amorphous germanium or silicon. In addition to the sixfold rings typical
of the diamond structure, fivefold and sevenfold rings are evident as well. (Photo courtesy of G.
A. N. Connell, Harvard University.) Figure 3

ber of surface atoms exceeds the number
of interior atoms, and one must use some
more or less arbitrary methods for dis-
carding the surface modes. This strong-
coupling case is obviously a much more
difficult problem than the weak-coupling
case of decoupled networks.

Tunnelling states

In crystals the only allowed atomic
motion is a vibration about the equilibri-
um position; in liquids, the atoms have
translational motions as well. For a
glass-forming substance the translational
degrees of freedom are frozen in if the
temperature is lowered below the glass-
transition temperature Tg. The atoms in
a glass can still have more than one posi-
tion with approximately the same energy.
However, these positions are not accessi-
ble since the alternative configurations
are separated by barriers that are too
thick or too high to allow a change of
configuration by either tunnelling or
thermal excitation.

It was suggested18 that some of these
barriers between configurations with
slightly differing energies are thin enough
that the atoms can tunnel from one local
minimum to the other, as illustrated in
figure 6. A typical property of this sys-
tem is that it has two energy levels, with
their populations determined by quantum
statistics.

The existence of these processes was

proposed to explain an extra contribution
to the specific heat found in glasses at
very low temperature.19 The observed
linear dependence of this specific heat on
temperature follows from the tunnelling
model if one makes some simple as-
sumptions about the distribution of the
tunnelling states. A remarkable fact is
that the magnitude of the measured linear
specific heat was found to be quite similar
in different glasses (Se, AS2S3, S1O2,
Na2O-3SiO2 and others) although the
underlying atomic motions must be dif-
ferent. This may be explained by as-
suming that the feasibility of the tun-
nelling process determines those states
that contribute to the specific heat. The
concentrations of these states (a small
part of the whole distribution of states
with two possible equilibrium positions)
are approximately the same in different
glasses. Although tunnelling states may
exist in some crystals, their broad distri-
bution, essential for the occurrence of the
linear specific heat in the tunnelling
model, is a property typical of amorphous
systems.

We may ask, of course, why is it neces-
sary to assume the tunnelling mechanism
rather than some vibrational processes
peculiar to glasses. The reason is that a
system such as a harmonic oscillator, with
many energy levels, can not explain the
dependence of the attenuation of ultra-
sound (long-wavelength phonons) on the
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intensity of the waves, such as that ob-
served in glasses at temperatures below 1
K. The attenuation of these waves is
large if their power is small and it de-
creases with increasing power. This is
explained in a natural way by assuming
that the photons are resonantly scattered
by two-level systems. The phonons
change the relative population of the
levels; eventually, sufficiently intense
waves equalize the population of both
levels and this kind of scattering disap-
pears. The tunnelling model was recently
tested in detail by several other experi-
ments, and it appears to be well estab-
lished.

Structural changes

An amorphous solid is in a metastable
state; its structure can be changed by
heat, light, electron irradiation or electric
field. Because many of the physical and
chemical properties (such as electrical
conductivity, optical constants, chemical
reactivity, wettability and secondary
electron emission) are affected by these
structural changes, this ability of amor-
phous solids to change their structure
opens a wide range of applications.20

Structural changes in tetrahedrally
bonded semiconductors are irreversible:
A film of amorphous germanium can be
made to crystallize, but there is no way to
make it amorphous again (except by, say,
ion bombardment). However, if some of
the atoms are twofold coordinated it is
possible to change the structure revers-
ibly. Chalcogens (S, Se and Te) produce
twofold coordinated chainlike configu-
rations, and therefore glasses containing
chalcogens are of particular interest. The
stability of the structure can be enhanced
by chemical cross-linking between the
chains of chalcogens through the elements

Chemical
bond

Dangling bonds

Dangling bonds. This sketch shows the gen-
eration of two (neutral) dangling bonds, D°, from
a chemical bond. If the reaction 2D° — D+ +
D" is exothermal, two charged states, D + and
D~, are formed, as shown at right. Figure 4

<r* (2 electrons)

P (6 electrons) I Lone pair (2 electrons)

r (2 electrons)

- Conduction band

- Gap

- Valence band

Electronic states in chalcogens. The atomic P levels (six states occupied by four electrons) form
one bonding state a with two electrons and one unoccupied antibonding state a'. The remaining
two electrons do not participate in chemical bonding and form a "lone pair" localized at the atom.
In this schematic representation we neglect the possible hybridization with the lower-lying s states
of the chalcogen. The states are broadened into bands in the solids. The importance of the
lone-pair band for understanding chalcogenide glasses was first pointed out by Marc Kastner in
Phys. Rev. Lett. 28, 355 (1972); the nature of the excited states was discussed by Ovshinsky and
Sapru in reference 25. Figure 5

of groups III, IV or V and can therefore be
widely influenced by composition.20 For
example, a few percent of As in Se signif-
icantly increases the resistance against
crystallization of Se films used in photo-
copying machines.

Glasses containing tellurium are most
suitable for reversible changes. Figure 7
shows resistivity and differential-ther-
mal-analysis curves of TesiGeisSb.^ a
material that exhibits such reversible
structural changes.20 On heating the
material the resistivity, proportional to
exp (E/kT), is continuous at the glass-
transition temperature Tg (defined as the
temperature at which the viscosity de-
creases sharply; it is seen in DTA curves).
At Tj, a structural change occurs: Finely
divided crystalline tellurium precipitates
in the glassy matrix, increases the con-
ductivity and decreases its temperature
dependence. At Tm the tellurium crys-
tallites melt and the liquid material again
has a semiconductor-like resistivity.
During slow cooling (less than 25 deg
C/min), tellurium crystallizes at a tem-
perature somewhat lower than Tm (due to
the supercooling shown in the figure) and
the solid is in a high-conductivity state at
all temperatures. When the material is
cooled rapidly (more than 250 deg C/min),
the amorphous state of the liquid is

quenched, and it is in the semiconducting
state over the entire range of tempera-
ture.

Photoinduced crystallization was ob-
served in selenium21 and As2Se3,22 and
photo-induced phase separation in As-S
glasses.23 When freshly evaporated
amorphous films of AS2S3 and As2Se3 are
exposed to light (hco > Eg) structural
changes occur that are similar to those
induced by annealing (polymerization of
the molecular units and changes in local
configurations)24 The detailed mecha-
nisms of these effects are not clear but
they appear to be related to the nonrigi-
dity of the network structures and the
particular electronic structure of the
chalcogenides, shown in figure 5. When
light creates a hole in the lone-pair local-
ized state, it produces a singly occupied
orbital on the chalcogen. This state has
a high reactivity, which may be satisfied
by an atomic rearrangement.25 Since the
structural changes are accompanied by
shifts in the absorption edge and in the
index of refraction, these effects are of
interest for photographic applications,
holography, optical digital memories and
so on. Materials that are actually used
for photographic applications are organic
compounds containing tellurium (orga-
nochalcogenides). For example, these
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Tunnelling in glasses. An atom may occupy
either of the two positions A or B shown in figure
6a. The potential-energy curve of figure 6b
shows the potential barrier that separates the
two positions. Note that the potential energies
of the two sites A and B are not the same, be-
cause of their different environments in the
glass. Figure 6

Heating

Fast cooling

25 100 200 400 600

TEMPERATURE (deg C)

Resistivity and differential-thermal-analysis
curves of a material that exhibits reversible
structural changes (Te81Gei5Sb4). Three
conditions are shown: heating, slow cooling
(less than 25 deg C per min) and fast cooling
(more than 250 deg C per min). See text for a
discussion. (After reference 20.) Figure 7

may have the form R2TeCl2, in which the
organic reactant R is a ketone such as ac-
etophenone or a derivative of acetophe-
none.26

The changes in the optical properties
induced by exposure to light can be sub-
stantially enhanced by subsequent heat
treatment; apparently the light produces
a metastable state (perhaps characterized
by holes in the lone-pair states) that re-
laxes by atomic rearrangement during the
thermal annealing. The image consists
of crystalline Te needles, about 1000 A
long, dispersed in the organic matrix.27

Switching

The current-voltage characteristics of
a thin film of a chalcogenide glass sand-
wiched between two metallic electrodes is
shown in figure 8a. If a certain threshold
voltage Vt is exceeded, the device switches
from the high-resistivity "off state" into
a low-resistivity "on state." The
switching process is very fast (about 4 sec)
and the device can be used as a switch.
However, the breakdown appears to be a
rather drastic process, and there have
been questions about the lifetime of these
devices and the reproducibility of the
switching process.

The on state is characterized by a
high-conductivity channel between the
two metallic electrodes. Some physicists
have advocated the idea that the switch-
ing process is always thermal and the re-
sult of the high temperature of the mate-
rial in the channel that makes the mate-
rial highly conducting. If this were so, we
would necessarily have to expect cumu-
lative changes of the material in the
channel and a deterioration of the device.
However, an alternative explanation,
namely that the switching is an electronic
process, has been steadily gaining ground
and appears to be now firmly established.
Heinz Henisch laid the foundation to the
proof of electronic switching by pioneer-
ing fast switching techniques. Kurt Pe-
terson and David Adler28 measured, by
several methods, the diameter of the
conducting channel in the on state and
found it relatively large; therefore the
temperature in the channel must be low
(below 100 deg C); the conductivity is far
too small to account for the observed
current. Peterson, Adler and Melvin
Shaw constructed an n-p-n transistor in
which the emitter is made of a chalco-
genide glass and in the on state emits
electrons into the base, made of crystal-
line p-type silicon. The device works as
a threshold amplifier.

If the switching material is a chalco-
genide glass that easily undergoes a
structural change (as discussed above),
atomic rearrangement in the conducting
channel may take place in the on state and
the conductivity of the material can re-
main high permanently, as figure 8b
shows. This is the so-called "memory
switch." The device can be brought back
again into the off state by increasing the
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Threshold (a) and memory (b) switches. Vx

is the threshold voltage; Vh and /h are the holding
voltage and holding current in the threshold
switch. (After reference 20.) Figure 8.

temperature to melt the material in the
channel—compare with figure 7. This
can be done by applying a sufficiently
strong current pulse in the on state. This
effect can be used for making memory
devices operated by electrical pulses.
The read-out process can be extremely
fast (it is just a resistance) but the write-in
process now takes a few milliseconds.
Therefore it is used for "read-mostly"
memories for applications requiring a
permanent yet electrically alterable
memory.

The actual industrial applications of
some of the effects that we have been
discussing are presented in the Box on
page 31. They do not exhaust, by far, the
potentialities of this field, which holds
many promises for the future.

* * *

The author is very grateful for useful discus-
sions with many colleagues in this field and
their comments on the manuscript.
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Applications of amorphous semiconductors
There is no doubt that the effects observed
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number of potential applications. A well
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The photographic applications have sev-
eral points that favor these materials against
the silver-based materials:
• The development process is dry (just
passing the light-exposed film through a
heater),
• the contrast and resolution of some ma-

Corona discharge

Amorphous
selenium film

Photon

Electron - hole pair

\
Metal substrate

Initial steps in the xerographic copying process. A high-resistivity film of amorphous material
is charged by a corona (part a). At the illuminated parts of the surface, an absorbed photon
creates an electron-hole pair (part b). The electron neutralizes the positive ion on the surface;
the hole moves through the film to neutralize the counter charge on the electrode. The re-
maining positive charge at the non-illuminated spots attracts a powder of negatively charged
particles (toner) that become attached to the surface (the latent image) and then are fixed on
a paper that passes over the surface.
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• the films are very resistant to mechanical
handling, temperature extremes and hu-
midity.
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