
Structure analysis of solid
surfaces
Discrepancies that had cast doubt on the value of low-energy electron
diffraction as a tool for defining the positions of surface atoms have been
resolved, and new techniques are enhancing its usefulness.

Thor N. Rhodin and David S. Y. Tong

An accident that occurred at Bell Labo-
ratories in 1925 started Clinton Davis-
son and Lester Germer on an historical
series of experiments. While studying
the backscattering of slow electrons
from a polycrystalline nickel target,
they observed that the angular distribu-
tion of the electrons changed complete-
ly when the surface was inadvertently
oxidized at a high temperature. The
consequent study of diffraction phe-
nomena in electrons scattered from the
(111) face of a nickel crystal confirmed
the de Broglie hypothesis of the wave
nature of electrons.1 But Davisson and
Germer also predicted that this type of
experiment would provide a valuable
approach to the important problem of
defining the precise position of atoms in
the surfaces of crystalline solids. This
suggestion has been pursued diligently
by scientists both in the US and abroad.
Now, fifty years after Davisson and
Germer demonstrated the coherent
scattering of electrons by a crystalline
solid, the goal of studying surface struc-
ture with this technique is becoming a
reality. In this article we will discuss
some of the major advances of the past
few years that are making this achieve-
ment possible.

The diffraction spectra obtained
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when a beam of incident low-energy
electrons with well-defined energy and
momentum is scattered by a solid con-
tain important information on the posi-
tions of the surface atoms. Because
strong inelastic absorption keeps the
penetration of an incident electron to
within a few atomic layers it has long
been anticipated that analysis of curves
of diffracted-electron intensity as a
function of beam energy could lead to a
determination of the crystallography of
surfaces. With adequate theoretical
models to describe the electron-diffrac-
tion process we can obtain structural in-
formation such as the chemisorption
bond-lengths and the binding locations
of adsorbed atoms and molecules. This
goal has recently been achieved on a
number of relatively simple systems of
overlayers adsorbed on substrates.

Before discussing the present status
of this work, let us summarize some of
the specific landmarks that have re-
sulted in critical advances of the field.
Early formulations by Kyo Kambe,
Eion McRae and John Beeby laid the
frameworks of the theoretical methods
now in use. In low-energy electron dif-
fraction, "LEED," the incident elec-
trons have energies of 10-500 eV, high
enough to excite surface and bulk plas-
mons in a target material, so it is impor-
tant to include inelastic damping in the
electron propagation in a solid, as was
pointed out by a number of early work-
ers. Charles Duke and Charles Tucker,
and independently Robert Jones and
John Strozier, showed how such a

damping factor can be included by as-
suming a finite mean free path for the
electrons. Then came the recognition
that significant agreement between
theory and experiment can be achieved
with phase shifts calculated from realis-
tic ion-core potentials. The impor-
tance of using multiple phase shifts to
obtain agreement between theory and
experiment was shown by John Pendry,
by us and by Donald Jepsen, Paul Mar-
cus and Franco Jona. Acquisition of
complete reliable intensity data both on
clean surfaces and simple overlayer sys-
tems by experimental researchers
played a central role in these advances.
Among these, the data of Stig Anders-
son, Bengt Kasemo, Alex Ignatiev and
Jona, Werner Berndt and Peter Biitt-
ner, Joseph Demuth and Rhodin, and
Jean-Bernard Theeton among others
made useful contributions to the early
stages of overlayer-structure analysis.2

In this article we shall present an
overview of some recent achievements
of surface-structure analysis by LEED.
In particular:
• We shall examine the reliability of
current dynamical LEED calculations
to extract accurate chemisorption bond-
lengths of adsorbed atoms. It was
pointed out recently2 that certain struc-
tural results determined by different
groups showed some rather large dis-
crepancies. The reasons for these dis-
agreements were not known at the time,
and they resulted in some serious ques-
tions as to the usefulness of the meth-
odology. As a result of significant new

PHYSICS TODAY/OCTOBER 1975 2 3



findings, the physical reasons for uncer-
tainties in some of the original surface
structures are now understood. We
shall explore the sources of these uncer-
tainties and attempt to clarify the ear-
lier differences.
• Accurate dynamical LEED calcula-
tions in the energy range 10-200 eV for
structure determination require seven
to eight phase shifts. Exact calcula-
tions based on inclusion of all orders of
multiple scattering events require con-
siderable computation cost. As was
pointed out by Peder Estrup,3 such
exact methods usually require computa-
tion facilities beyond the capacity avail-
able in all but a few laboratories. How-
ever, the alternative of fast perturba-
tion approaches within the dynamical
approach of LEED is now available.
Extensive applications of these have
demonstrated that this dynamical ap-
proach can be made economical. We
shall review the reasons why convergent
perturbation schemes achieve accurate
results with less computation time.
• We shall make some predictions
based on our present understanding as
to the future prospects of surface crys-
tallography and point out what we be-
lieve to be important and fruitful direc-
tions for the near-future development
of the LEED technique. We shall also
briefly review the current status of de-
velopment in the use of data-reduction

methods, which analyze LEED intensi-
ty data by methods analogous to those
used in x-ray diffraction.

The chalcogens on a nickel surface

The recent success of the dynamical
approach of LEED in extracting surface
structure information from the experi-
mental data is a major step in the devel-
opment of the theoretical model of elec-
tron-solid scattering. Quantitative
knowledge of chemisorption bond-
lengths and the preferred coordination
symmetry of adsorption sites provides
valuable information on the chemical
nature of chemisorption. A great deal
of attention, and unfortunately also
considerable uncertainty, were generat-
ed on the reliability of the theoretical
interpretation of the centered chalcogen
overlayers, with the surface cell spaced
2 X 2 relative to the substrate, on
Ni(001). (The chalcogens are oxygen,
sulfur, selenium and tellurium.)

The confusion was due to three
roughly concurrent but independent
calculations4 that reported different
sets of binding distances for two of the
chalcogens, O and S. Andersson, Pen-
dry, Kasemo and Michael Van Hove
studied the c(2 X 2) oxygen chemisorp-
tion on Ni(001) and found that the oxy-
gen sits at a four-fold coordinated bind-
ing site with a vertical interlayer spac-
ing of 1.5 ± 0.1 A. Demuth, Jepsen and
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Calculations based on two different potentials are compared with experimental data (top
curve) on the (001) face of a clean nickel crystal at 300 K, with the (0 0) beam at 8 = 6°, $ =
0°. Pendry's Hartree-Fock potential yielded a curve (in black) that is in poor agreement but the
curve (in color) from Wakoh's potential corresponds well with the data. Figure 1

Marcus studied the c(2 X 2) chemisorp-
tion for the four chalcogens on Ni(001)
and for oxygen, they determined the
same four-fold coordinated site but at
the different interlayer spacing of 0.9 ±
0.1 A.

The situation for c(2 X 2) sulfur on
Ni(001) was also confusing. Duke,
Nunzio Lipari, George Laramore and
Theeton4 determined a four-fold coor-
dinated site with an interlayer spacing
of 1.7 ± 0.1 A, whereas Demuth and his
associates4 obtained a spacing of 1.3 ±
0.1 A. Thus while all the calculations
agreed on the coordination symmetry of
the binding site (with an oxygen or sul-
fur atom sitting above four nearest-
neighbor nickel atoms), they disagreed
on the interlayer spacings, and hence
the correct chemisorption bond-lengths.

Besides forming the c(2 X 2) over-
layer structure, the chalcogens also
form a p(2 X 2) overlayer structure on
Ni(001) at a lower coverage. (The
notation p(2 X 2) refers to a primitive
surface cell with double the substrate
lattice spacing; a c(2 X 2) cell contains a
centered atom as well.) Demuth and
Rhodin5 have measured sets of LEED
intensity data on both of these over-
layer structures. Van Hove and Tong6

recently calculated the interlayer spac-
ings and adsorption sites for the com-
plete set of p(2 X 2) chalcogen over-
layers. For sulfur and oxygen, their re-
sults for the p(2 X 2) structure were
identical with the c(2 X 2) results ob-
tained by the Demuth group.4 In view
of the close resemblances in the data
between c(2 X 2) and p(2 X 2) over-
layers of oxygen and sulfur on Ni(001),
it is reasonable to expect that the chem-
isorption bond-lengths would be very
close to each other. Thus the results of
Van Hove and Tong tend to confirm the
calculated spacings of Demuth and his
co-workers.

Why then did the Andersson group4

obtain a substantially different inter-
layer spacing for oxygen and the Duke
group4 for sulfur on Ni(001)? Let us
examine the factors that led them to
these conclusions. In the calculation of
Andersson and his colleagues, the
source of uncertainty was mainly the
specific choice of the scattering poten-
tial they used for the nickel substrate.
In a successful structure determination,
the phase shifts used for the scattering
potential of the substrate must produce
calculated LEED intensity curves that
agree with the experimental data for
the clean crystal. The scattering po-
tential used in the Andersson group's
calculation was a nonlocal Hartree-
Fock nickel potential specifically con-
structed to treat electron scattering at
very high energies. It has, however,
since been shown7 that in the energy
range (10-200 eV) used for the struc-
ture analysis, the nonlocal Hartree-
Fock potential produced intensity-en-
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Overlayer structures

This Table summarizes results of structure analyses by the two groups named below on cen-
tered and primitive 2 X 2 overlayers of chalcogen atoms at a fourfold site. The substrate here
is the (001) surface of nickel. The drawings on the right show the position of the overlayer
atom (in color) and define the vertical spacing dand the bond length.

Theoretical Experimental

c(2 x 2) structure8 p(2 X 2) structure15

d Bond length d Bond length Bond length
(A) (A) (A) (A) (A)

Ni-0 0.90 ± 0.1 1.98 ± 0.05 0.90 ± 0.1 1.98 + 0.05 .1.84-2.06
Ni-chelate complexes

Ni-S 1.30 ±0.1 2.19 ±0.06 1.30 ± 0.1 2.19 ± 0.06 2.10-2.23
Ni-chelate complexes

Ni-Se 1 . 4 5 + 0 . 1 2.28 ± 0 . 0 6 1.55 ± 0.1 2.34 ± 0.07 2.32
Ni-chelate complexes

Ni-Te 1 . 9 0 + 0 . 1 2.59 ± 0.07 1.80 ± 0.1 2 . 5 2 + 0 . 0 7 2.64
Ni-Te bulk compounds

a J . E. Demuth, D. W. Jepsen, P. M. Marcus, Ref. 4.
b M . Van Hove, S. Y. Tong, Ref. 6.

ergy spectra in poor agreement with the
experiment on clean Ni(001). This fact
can be readily seen in figure 1, where a
comparison between experiment and
calculation with the Hartree-Fock po-
tential is shown. A calculation in which
Tong, Pendry and Larry Kesmodel used
a self-consistent nickel potential con-
structed by S. Wakoh8 is also shown
there for comparison.

Comparing the calculated curves with
experiment we note that for the Har-
tree-Fock potential the agreement is
rather poor. Shifts of more than 5 eV
in major peak positions and substantial
differences in peak shapes and relative
intensities are evident from the figure.
Such discrepancies between theory and
experiment for the substrate are liable
to produce serious errors in the struc-
tures obtained for overlayers. On the
other hand, curves for clean Ni(001)
calculated with Wakoh's potential cor-
respond very well with the experiment,
with every peak in the data reproduced
in detail in the calculation. The
Wakoh nickel potential was used in the
overlayer calculations by Van Hove and
Tong6 for the p(2 X 2) structure and by
Demuth and his colleagues4 for the c(2
X 2) structure. Thus the different
bond length originally obtained by An-
dersson and his associates4 for oxygen
on Ni(001) was due primarily to their
choice of the substrate potential for
nickel. Pendry told us that he had ob-
tained the smaller value for the oxygen
displacement, 0.9 A, with a linear-su-
perposition potential, which is similar
to Wakoh's.9

Let us turn to the calculation of Duke
and his co-workers4 for sulfur on

Ni(001). Since they used a linear su-
perposition potential for nickel, these
phase shifts are practically the same as
those obtained from Wakoh's potential.
Hence the uncertainty in their calcula-
tion was not in the dynamical inputs
they chose; rather, it was in the accura-
cy of the computation. The theoretical
model they used was based on Beeby's
matrix-inversion method. This theory
was developed to describe, in an exact
formalism, the self-consistent solution
of multiple scattering of an incident
electron in a finite number of crystal
layers. The method inverts a large ma-
trix and requires a huge amount of com-
puter core memory. The method is
also time-consuming and hence not well
suited for structure analysis of over-
layers. In fact, because of the large
core-storage demand and lengthy com-
putation time, calculations for overlayer
structure with this method were re-
stricted to four phase shifts. The layer-
Korringa-Kohn-Rostoker method used
by the Demuth group4 is more efficient
by comparison.

We show in figure 2 the comparison
between calculations done by different
groups and the experimental data of c(2
X 2) sulfur overlayer on Ni(001) for the
(V2 Vijbeam. For the experiments, the
data of Theeten4 were taken at 30 K
and those of Demuth and Rhodin5 at
300 K. Even with this temperature dif-
ference the two sets of experiments
compare very well. Although there are
small differences in peak shapes and
relative intensities of some peaks, the
number of peaks and the positions of
major peaks agree very well in the two
experiments. In Theeten's data, a 2.5-

eV shift to lower energies should be
added before it can be validly compared
to the calculated spectra. This is re-
quired to account properly for a con-
tact-potential difference in Theeten's
definition of the vacuum level of ener-
gy.10 With this shift—and bearing in
mind that the two experiments were
done at very different temperatures—
all the small differences in the two ex-
perimental curves can be accounted for.
Even without the 2.5-eV contact-poten-
tial correction for Theeten's data, the
differences between the two experi-
ments are small enough that they do
not lead to different surface structures
when analyzed by an accurate theoreti-
cal calculation.

Figure 2 shows the calculated curve
for a c(2 X 2) sulfur layer on Ni(001) at
a 1.3-A interlayer spacing and T = 300
K by the Demuth group4 using the
layer-KKR method and the corre-
sponding one by Van Hove and Tong
using a convergent perturbation meth-
od. The two calculations used eight
phase shifts and various dynamical in-
puts such as surface-vibration ampli-
tudes and inelastic damping. However,
they agree very well with both Demuth
and Rhodin's5 and Theeten's4 data.
Small differences in the details of peak
shapes and heights in the two calcula-
tions are due to the different values of
surface dynamical inputs used.

By way of comparison, the calcula-
tions11 of Duke and his associates at T
= 30 K are shown for interlayer spac-
ings 1.3 A and 1.7 A (their choice of best
fit with Theeten's experiment). We
note distortions in peak shapes and
shifts in peak positions. In addition,
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the agreement with either experiment
or with the other two calculations is
limited. The lack of good agreement
with experiment of the Duke group's
calculation for either the 1.3-A or the
1.7-A interlayer spacing made it diffi-
cult to decide which spacing was cor-
rect. Duke and his colleagues11 origi-
nally chose 1.7 A as the interlayer spac-
ing of best fit with Theeten's data with-
out the shift. In a more recent article12

they chose 1.3 A for this fit with Theet-
en's experiment after including the 2.5-
eV contact-potential shift.

In the Box on page 25 we list the now
accepted interlayer spacings and chemi-
sorption bond-lengths for c(2 X 2) and
p(2 X 2) overlayer structures on
Ni(OOl). These results provide a useful <2
set of surface structures for the study of E
chemisorption of simple gas atoms on a z
transition-metal surface. H

z
Sodium on aluminum

We have seen how inadequate agree-
ment between theory and experiment
can lead to uncertainties in the surface
structures determined. At the present
stage in the development of the dynam-
ical LEED approach for surface-struc-
ture analysis, it is important that theo-
retical models be accurate and well de-
fined and that a detailed fit between
theory and experiment be achieved.
This would establish confidence that
accurate and well defined dynamical
calculations are independently able to
predict the same surface structure from
the same data.

Another such example is the sodium
overlayer on the (001) surface of alumi-
num. The study of atomic chemisorp-
tion on a free-electron metal like alumi-
num is most relevant because ab initio
binding calculations might be made on
such a chemisorption system and hence
provide a useful check of the LEED
structure results. Sodium forms a c(2
X 2) ordered overlayer on Al(001). The
data on this surface were taken by Ber-
nard Hutchins and Rhodin. Two inde-
pendent structure calculations were
done simultaneously by Hutchins, Rho-
din and Demuth and by Van Hove,
Tong and Norman Stoner. Figures 3
and 4 compare these two calculations
with the experiment. For the (Va V2)
beam, the interlayer spacing of best fit
is 1.96 ± 0.1 A (the Rhodin group) and
1.98 ± 0.12 A (the Van Hove group).

From this analysis it is possible to de-
termine the bond lengths of both the
aluminum-sodium and nickel-sodium9

systems depicted in figure 5. The bond
lengths are in reasonably good agree-
ment with the covalent radii for sub-
strate and overlayer.

These comparisons also illustrate a
point of central importance in the
LEED analysis of surface structure. In
a dynamical LEED calculation, a set of
input factors representative of various

Demuth and Rhodin
(experiment)

Demuth, Jepsen and Marcus
(theory

' l d = 1.3A

Van Hove and Tong (theory)

d = 1.3A

0 20 40 60 80 100 120 140 160
ENERGY (eV)

Comparison between theory (colored curves)
and experiment (black curves) for a centered
2 X 2 sulfur overlayer on Ni(001), the (1/2 V2)
beam at 6 = 0°. Despite the difference in
the temperatures, the experimental curves
are quite similar. The calculations for the
fourfold coordinated site are described in the
text. Figure 2

electron interactions at the surface re-
gion must be used (for example, surface
vibration amplitudes and surface in-
elastic damping). Because our present
knowledge of these factors in most ma-
terials is at best semiquantitative (usu-
ally known only to within a 50% vari-
ance), a tool for surface crystallography,
to be useful, must be able to extract
structure information without the bene-
fit of the exact knowledge of these dy-
namical quantities. Looking at the sur-
face dynamical inputs used in the two
calculations, we see that they are rather
different. For example, the inelastic
damping values used in the two calcula-
tions are 4.1 eV (the Van Hove group)
versus 5.5 eV (the Rhodin group), a
variance of 34%. The surface vibration
temperatures of the sodium overlayer
used are 6D(Na) = 284 K versus 150 K,

a variance of 47.1%. The scattering po-
tentials and inner potentials are also
somewhat different although both pro-
duced good agreement with experiment
on clean Al(001), a prerequisite for any
valid surface-structure analysis. The
large variances in the surface inputs in-
dicate the present uncertainties in these
surface quantities. However, the sur-
face structures determined by the two
calculations agree to better than 1.5%.
The selective sensitivity of LEED spec-
tra to the geometric positions of atoms
over surface dynamical quantities is re-
sponsible for the capability of this tech-
nique to determine the surface crystal-
lography of highly complicated materi-
als (such as layered compounds and
heavy transition metals) where the dy-
namical factors of the surface are not
well known.

Dynamical calculations

A low-energy electron undergoes mul-
tiple scattering among the atomic cen-
ters in a solid. Theoretical models that
include all these events have come to be
known as "exact" methods; two exam-
ples are Beeby's matrix-inversion meth-
od and the layer-KKR method. In
these methods, all multiple scattering
events are included by the inversion or
diagonalization of large matrices.
Exact calculations are therefore usually
costly and require computers with a big
core storage. However, there exist al-
ternative methods within the dynamical
approach that significantly reduce the
cost (both in time and core storage) of
computation; these are known as "per-
turbation methods" of LEED.

The idea behind the perturbation
methods is simple. Because the inci-
dent electron penetrates only a few sur-
face layers of a solid, only the first few
scattering events can be large. Thus
the electron-wave field inside a solid
can be expanded in terms of perturba-
tion theory, with each order including
an additional set of multiple-scattering
events.

McRae wrote the first perturbation
expansion (to second order) in 1968.
Perturbation calculations with realistic
scattering potentials were carried out
by Strozier and Jones for Be(0001) and
by Tong and Rhodin for Al(001). Rea-
sonable agreement with experiment was
obtained for these "light" free-electron
metals. Tong, Laramore and Rhodin13

established the limits of finite-order
perturbation methods in 1973. They
showed that the direct expansion of
multiple-scattering events to third
order (including all possible combina-
tions up to three scattering events) pro-
duced reasonably accurate results for
free-electron metals such as aluminum,
but failed to converge properly at some
energies for transition metals such as
nickel. The problem still remained and
the search was on to find accurate per-
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turbation schemes that would work well
on transition metals as well as on free-
electron metals.

It is clear that a suitable scheme
would be one that can be carried suc-
cessfully to all orders required to
achieve convergence. This can be done
most easily if each order has exactly the
same form as the one before. Then
each order would take the same amount
of computation time and have the same
number of terms (as opposed to the ex-
ponentially increasing number of terms
in the direct-perturbation expansions)—
this is, in fact, the basic logic of an iter-
ation process.

The problem, then, is to find an itera-
tion scheme such that each iteration
step takes a very small amount of com-
putation time. If the time for each iter-
ation is t, a calculation that requires n
iterations takes a total time nt; the
computation time thus increases only
linearly with n. If t is small, the total
time will be small compared to that for
exact calculations.

For most materials, including heavy
transition metals, the perturbation iter-
ation converges for n < 5, with an accu-
racy practically as good as that of an
exact calculation. A perturbation
method works so much faster to reach
similar numerical accuracy because it
calculates scattering terms in a well or-
dered sequence. The computation is
stopped as soon as the required accura-
cy is reached. An exact calculation, on
the other hand, evaluates large and
small scattering terms in a mixed man-
ner, wasting relatively large amounts of
computational effort in the process.

One such scheme starts from the pla-
nar-scattering factor of a single layer
and iterates multiple scattering events
by following the incident electron as it
scatters in and out of the crystal layers.
The number of layers included in the it-
erations depends on the depth of pene-
tration of the incident electron. This
layer-by-layer interation is carried out
until the reflectivity converges. Pen-
dry14 first introduced this layer-itera-
tion method with calculations on
Cu(OOl). Tong15 showed that, for
Ni(OOl), the layer-iteration method
saved a factor of more than 36 in com-
putation time and a factor of 10 in the
core-storage requirement over Beeby's
matrix-inversion method.

The layer-iteration method converges
well for nickel, copper and many other
materials but it is not applicable when
two layers in a strongly scattering mate-
rial are closely spaced to one another.
In such cases a second iterative pertur-
bation method can be used, which does
not have this limitation. In the second
method, intraplanar and interplanar
multiple scattering events are solved
exactly for a pair of layers; the resulting
transmission and reflection matrices are
then used to solve for those of four

80
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A structure calculation is compared with experimental data (grey curve) for c(2 X 2) sodium on
AI(100) at a fourfold site. The data are for the (1/2

 1/2) beam at 0 = 0°; the temperature is 110
K. The numbers shown on the left are the interlayer spacings in angstroms. The best fit was
found to beat 1.96 ± 0.1 A. (From Hutchins, Rhodin and Demuth.) Figure 3

1.9

1.7
100

ENERGY (eV)
180

Another structure analysis on the same system as that of figure 3, performed independently by
another group at the same time. With the same site, beam and temperature the best fit be-
tween theory (colored curves) and experiment (grey curve) was determined to be 1.98 ± 0.12
A, in agreement with the above results. (From Van Hove, Tong and Stoner.) Figure 4

PHYSICS TODAY/OCTOBER 1975 27



Sodium
Sodium

• 2.49 A -»
Nickel

2.85 A

Aluminum

Hard-sphere models showing the local geometry and dimensions for sodium atoms on a nickel
(100) surface (a) and on an aluminum (100) surface (b) . The measurements and calculations
in a are from reference 9 and those in b are from Hutchins, Rhodin and Demuth. Figure 5
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The layer-iteration method was used in this structure determination of a primitive 2 X 2 sulfur
overlayer on a fourfold site of the (001) surface of a nickel crystal. The experimenta! curve
(black line) is for a (% 0) beam at 8 = 0 ° . The interlayer spacing of best fit was determined to
be 1.3 ± 0.1 A. (From reference 6.) Figure 6

layers. This process is repeated until
the reflected intensities converge. This
second method is about 30% slower
than the layer-iteration method but it
has converged for every material that
has been tested.

Van Hove and Tong applied the iter-
ative perturbation schemes extensively
to structure analysis of clean surfaces
and of overlayer systems including sur-
face structures of W(001), W(110), oxy-
gen on W(110), and carbon on Ni(001).
Recently, Bernard Mrstik, Tong, Ray
Kaplan and Achinta Ganguly used the
layer-iteration method to study the sur-
face structure of two-dimensional
layered compounds. As an example of
the successful use of perturbation
method for structure analysis, we show
in figure 6 the calculated curves6 for a
p(2 X 2) sulfur overlayer on Ni(001)
compared to the experiment5 of De-
muth and Rhodin.

Data-reduction techniques

The dynamical approach of LEED is
based on an exact description of the in-
cident electron as it undergoes a series
of complicated interactions and multi-
ple scattering events in the surface re-
gion of a solid. It is therefore impor-
tant to include accurately all major
scattering events of the electron. Two
data-reduction methods, carried out by
Maurice Webb and Max Lagally16 at
University of Wisconsin (Madison) and
by David Adams and Uzi Landman17 at
Xerox, attempt to select out from the
complex intensity-energy data those
features that originated primarily from
kinematic-scattering conditions of the
surface layers. Once such "Bragg-like"
features are extracted, structures can be
determined directly with methods simi-
lar to those in x-ray crystallography.
The data-reduction method proposed
by Webb and Lagally, called the "Con-
stant Momentum Transfer Averaging"
scheme, "washes away" multiple-scat-
tering peaks by averaging the measured
data taken at a mesh of incident angles.
Lagally, Jeffrey Buchholz and Gwo-
Ching Wang18 used this scheme to
study clean tungsten and found that the
top layer of W(110) is not contracted or
expanded from the bulk spacing. A re-
cent study by Van Hove, Tong and
Stoner,19 who use the dynamical ap-
proach, agrees with this finding. Lagal-
ly and his colleagues18 also applied this
data-reduction scheme to a p(2 X 1)
oxygen overlayer on W(110). They
found that it is difficult to determine
the positions of the oxygen atoms from
the averaged data. The reason is that
multiple-scattering contributions are
hard to average out at low energies, so
that one must work at relatively high
energies—above 150 eV. At such high
energies there is a loss of surface sensi-
tivity due to the deeper penetration of
the incident electrons. As a result it is
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nanometers. For more information on the entire line
or on the new 4840, contact your RCA Representa-
tive, RCA Industrial Tube Distributor or write
Marketing Manager, RCA Phototubes, New Holland
Avenue, Lancaster, Pa. 17604.

ItCil
INTERNATIONAL SALES OFFICES: ARGENTINA — Casilla de Correo4400,
Buenos Aires/BRAZIL — Calxa Postal 30433, SSo Paulo/CANADA — 21001
No. Service Rd., Ste-Anne-de-Bellevue, (P.Q.)/ENGLANO — Sunbury-on-
Thames, Middlesex/HONG KONG — P.O. Box 112/MEXICO — Apartado570,
Mexico D.F./SWITZERLAND — 118 rue du Rh6ne. CH1204, Geneva.
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Evaluate complicated functions.
Calculate transcendental functions.

Find the roots of: F(x) = 0.
Find numerical solutions to ordinary differential equations.

Invert and multiply matrices.
Solve simultaneous algebraic equations.

Integrate a function between arbitrary limits.
Determine best-fit values for statistical samples.

I
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Texas Instruments SR-52.
224 program locations.

Twice the user-defined keys.
Twice the memory registers.

But half the cost
of the only other programmable in its class *

Complex repetitive problems or
lengthy calculations that once
took hours can now be solved in
seconds. And the chances of entry
error are dramatically reduced.

The SR-52 allows you to record
up to 224 keystrokes to perform
your calculations —your way. Pro-
gramming is simple and straight-
forward. What's more, prepro-
grammed cards are available
which can be integrated into your
problem solving routines.

Easy Left-to-Right Algebraic
Entry. Enter calculations exactly
as you write them. The SR-52 com-
bines a 3-level algebraic hierarchy
with 9 levels of parentheses. This
lets you enter problems containing
up to 10 pending operations (three
times the capability of the only
other machine in its class). This
means you don't have to
presolve the problem or /^
search for the most ap-
propriate, efficient order
of execution. The SR-52
does this automatically.

Learn Mode. Teach
the SR-52 your personal
approach to problem
solving. Simply key-in
your problem left-to-
right as you would in
calculate mode, using
the following options for
precise control:
• Preprogrammed "if"

S t a t e m e n t s (8).
Makes a decision
based on the condi-
tion of the display.

• Decrement and Skip
on Zero. Lets a seg-
ment of code be re-
peated a specified
number of times.

• User-defined Flags
(5). Determines the
condition under which

a program transfer is made.
• Program Levels (3). A main pro-

gram can call up to two levels of
subroutines.

• Labels (72). Name program
segments.

• Indirect Addressing (2 modes).
Extends versatility of all mem-
ory-reference and branching
instructions.

Trial-run your program. Editing
and "debugging" are easy. Move
through problems a step at a time,
forward or backward. Add more
steps. Delete. Or write over steps.
Then record.

Run Mode. Load a magnetic card.
This puts the card's contents in
memory. Insert the card above the
5 user-defined keys representing
10 functions.

Enter numbers directly into the

Complete software...
and soon, an optional
printer.
Accompanying an SR-52:
Operating guide. Compre-
hensive owners manual.
Basic library of prere-
corded programs, diagnos-
tic cards and head cleaner
in carrying case. Basic
library manual. User in-
struction & coding forms.
Blank magnetic cards.
Fast-charge battery pack.
AC adapter/charger. Stur-
dy vinyl carrying case.

SR-52 lock-in printer.
(available early 1976)
• Print out an entire

program.
• Print calculate mode

results.
• Print instructions or re-

sults without halting
program execution.

• Trace program execu-
tion step by step for
error detection.

program. Or into one or more of the
20 addressable memory registers.
Or both.

Execution is completely auto-
matic. A program runs until it
encounters a halt, which may be
part of a program or a keyed-in
interruption.

Repeat a program as often as
needed. Change values of your
variables. Solve for different un-
knowns. The stored program is
unaffected.

With the SR-52 comes a Basic
Library Program Manual and
preprogrammed care's: Factors of
an integer. Complex ari. netic.
Reconcile checking account. Ordi-
nary annuity. Permutations and
combinations. Means and mo-
ments. Random number genera-
tor. Hi-pass active filter. Low-

pass active filter. Dead
reckoning. Hyperbolic
functions. Trend line
analysis. Solution of
quadratic equations.
Conversions. Game.

Additional Libraries
may be purchased sepa-
rately: Statistics. Math.
Electrical Engineering.
Finance. And more are
on the way.

Calculate Mode. Oper-
ated manually, the SR-
52 is one of the most
powerful calculators
available today.

*Based on suggested retail prices
current at time of this printing.

TEXAS INSTRUMENTS
INCORPORATED
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For more information.
See your TI calculator
retailer. Or send for
new brochure. Write
Texas Instruments,
M/S 358,
Box 22013,
Dallas,
Texas
75222.
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EMI GENCOM PMT
HOUSINGS FOR
: Broadband Photon Counting

: General Lab Use

: OEJVI. Applications

EMI Gencom PMT Housings are
unsurpassed for flexibility, ease of
use, litetite construction, and RFI
shielding. They are designed by en-
gineers with years of Photomultiplier
Application experience.

The "B" type shown above uses the
unique Bayonet Lock, is available in
STD and RFI versions, with and with-
out flange and provides space for AC-
DC Power Supply if required. It ac-
commodates all EMI 2" tubes and
some competitive types.

The QL-30 is similar in design and
fits all EMI 1-1/8'' tubes. When sup-
plied less flange, the slim line design
allows compact packaging for OEM
use. RFI shielded version available.

T he new "S" Housing for side look-
ing (squirrel cage) PMTs fits all tubes
of this type, EMI or others. STD orRFI
shielded versions available.

All of these new designs give im-
proved performance at lower cost.
Available from Stock.

Detailed
data
from:

EMI GENCOM INC.
80 Express St

Plainview, New York 11803
Tel (516) 433-5900
TWX 510-221-1889
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harder to distinguish the scattering ef-
fects of oxygen and determine its posi-
tion.

A second data-reduction scheme is
the "Fourier Transform-Deconvolu-
tion" method used recently by Land-
man and Adams.17 This has the merit
of being a direct scheme of determining
surface structures from the reduction of
experimental data. They Fourier inte-
grated the intensity-energy data in a
given energy range and deconvoluted
the result. Applying this method to the
surface structure of clean Al(001), they
found that there is no contraction or ex-
pansion of the top layer, a result consis-
tent with earlier findings by dynamical
calculations. They also tested their
method on kinematical model calcula-
tions of the sodium-on-Al(OOl) system.
The resolution of this method and its
ability to extract surface bond lengths
and binding locations from real over-
layer-substrate systems, and from clean
surfaces where there is layer contrac-
tion or expansion, still need to be estab-
lished.

Fruitful directions

We have seen that when accurate and
well-defined dynamical calculations of
LEED are carried out, they can extract
useful structure information for simple
overlayer systems on a number of sub-
strate materials. The use of conver-
gent-perturbation methods made possi-
ble the economical application of this
approach to a great many systems.
Quantitative results of chemisorption
bond lengths and bonding sites provide
new chemical information not available
otherwise. It would be worthwhile to
verify the LEED structure results by
other surface techniques or by direct
binding-energy calculations.

Although present structure results
are still confined to simple overlayer
systems, the quantitative knowledge
gained with this technique is important
because it can lead to an understanding
of the basic physics and chemistry of
surface interactions on many substrate
materials. Because of the unique sensi-
tivity of dynamical calculations to the
positions of surface atoms, their contin-
ued development should be pursued. It
is likely that new formulations and ad-
aptations will be made to enable this
approach to study complex overlayer
structures. These include large organic
molecules (for example, the recent data
of Gabor Somorjai and his co-workers)
and the structures of semiconductor
surfaces such as the Si(lll) surface
with the (7 X 7) structure. As a first
step towards such development, struc-
ture studies are already underway on
the (2 X 1) reconstructed surface of
Si(100).

The continued investigation of data-
reduction schemes should also produce
fruitful results. Their underlying logic

is simple and the computation straight-
forward, enabling experimentalists to
analyze their own data. Because data-
reduction methods rely more heavily on
the accuracy of measured intensities,
their use is more sensitive (compared to
the dynamic approach) to the quality of
the experimental data and to the exact
knowledge of surface inputs such as sur-
face-vibration amplitudes and surface
inelastic damping. However, studies
along these lines could lead to better ex-
perimental techniques and a better un-
derstanding of such dynamical quan-
tities as inelastic loss mechanisms and
layer vibration amplitudes in the sur-
face region.

The authors are very grateful for useful dis-
cussions with many colleagues familiar with
work in the field.

References
1. C. Davisson, L. Germer, Nature 119, 558

(1927).
2. PHYSICS TODAY, March 1974, page 17.
3. P. Estrup, PHYSICS TODAY, April 1975,

page 33.
4. S. Andersson, J. B. Pendry, B. Kasemo,

M. Van Hove, Phys. Rev. Lett. 31, 595
(1973); J. E. Demuth, D. W. Jepsen, P.
M. Marcus, Phys. Rev. Lett. 31, 540
(1973); C. B. Duke, N. O. Lipari, G. E.
Laramore, J. B. Theeten, Solid State
Comm. 13,579 (1973).

5. J. E. Demuth, T. N. Rhodin, Surf. Sci.
42, 261 (1974); 45, 249 (1974).

6. M. Van Hove, S. Y. Tong, J. Vac. Sci.
Technol. 12, 230 (1975).

7. S. Y. Tong, in Progress in Surface
Science (S. G. Davison, ed.) Pergamon,
New York, volume 7, part 2 (1975).

8. S. Wakoh, J. Phys. Soc. Japan 20, 1894
(1965).

9. S. Andersson, J. B. Pendry, Solid State
Comm. 16, 563 (1975); J. E. Demuth, D.
W. Jepsen, P. M. Marcus, J. Phys. C 8, 8
(1975).

10. J. E. Demuth, D. W. Jepsen, P. M. Mar-
cus, Surf. Sci. 45, 733 (1974).

11. C. B. Duke, N. O. Lipari, G. E. Lara-
more, J. Vac. Sci. Technol. 11, 180
(1974).

12. C. B. Duke, N. O. Lipari, G. E. Lara-
more, J. Vac. Sci. Technol. 12, 222
(1975).

13. S. Y. Tong, G. E. Laramore, T. N. Rho-
din, Phys. Rev. B 8, 5361 (1973).

14. J. B. Pendry, Phys. Rev. Lett. 27, 856
(1971).

15. S. Y. Tong, Solid State Comm. 16, 91
(1975).

16. M. B. Webb, M. G. Lagally, Solid State
Phys. 28, 301 (1973).

17. U. Landman, D. Adams, Phys. Rev. Lett.
33,585(1974).

18. M. G. Lagally, J. C. Buchholz, G. C.
Wang, J. Vac. Sci. Technol. 12, 213
(1975).

19. M. Van Hove, S. Y. Tong, N. Stoner,
Bull. Am. Phys. Soc. 20, 388 (1975). •


