
Quantum chemistry and catalysis
Powerful theoretical techniques are revealing similarities—particularly
the role of the d-electrons—in the electronic structure of
molecules, complexes and clusters important in many diverse catalytic processes.

John C. Slater and Keith H. Johnson

Why do platinum, palladium, nickel
and iron, as well as other Group-VIII
transition metals, continually turn up
as the active sites in catalysts? Why do
certain enzymes and proteins—sub-
stances such as hemoglobin and ferre-
doxin that catalyze metabolic processes
in living organisms—also appear to rely
on transition metals for their action?
How do catalysts work anyway, and
could we design better ones? We are
much nearer answering these questions
and other related ones now that new
methods, both theoretical and experi-
mental, are available to investigate the
electronic structure of complex mole-
cules and materials of the type impor-
tant to catalysis.

One of the more promising theoreti-
cal developments, the Self-Consistent-
Field X-alpha scattered-wave approach
to quantum chemistry, is already far
enough advanced for the quantitative
investigation of catalytic and biocataly-
tic systems. We are still far from a
complete working-out of the theory and
the computational procedure—we can-
not yet, for example, predict the com-
plete reaction path of a catalytic pro-
cess as a function of temperature and
pressure. However, we can already rec-
ognize certain electronic factors crucial
to catalytic activity, specificity and sta-
bility that show up in the nature of the
stationary ground and excited states,
energies and charge distributions of cat-
alyst-absorbate complexes and reaction
intermediates.

One fundamental point that emerges
is the important role played by the d-
electrons in catalytic action by the tran-
sition metals. Figure 1 shows, as an ex-
ample, contour maps of two orbital
wavefunctions of the cubic cluster Cus;
d-like contours are clearly evident here,
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and the directed d lobes at the cube cor-
ners may be significant for the catalytic
activity of small transition-metal parti-
cles. We will show later how this d-
electron significance is repeated in
other catalytic materials; particularly
interesting is the strong similarity we
observe between the electronic struc-
tures of two very different systems, fer-
redoxin and Nis—one biological and the
other nonbiological.

Catalysts
The authors of two recent PHYSICS

TODAY articles, John C. Fisher1 ("Ener-
gy crises in perspective") and Traugott
E. Fischer2 ("A new look at catalysis"),
have emphasized that a significant part
of our present and future energy needs
can be supplied by fossil fuels if those
fuels can be converted into more usable
and pollution-free forms. The gasifica-
tion of coal to methane by the reactions

C + H2O
CO + 3H2

CO + H2

CH4 + H2O

is one of several processes discussed by
Fischer2 that can be best achieved
through the design of a catalyst capable
of permitting both reactions to occur in
the same vessel. In discussing such ex-
amples, Fischer also emphasized that
by making catalysis and the develop-
ment of catalytic materials more of a
science than an art, physical scientists
can help to solve the current high-prior-
ity energy problem. Indeed, the appli-
cations of surface physics and chemistry
to catalysis have received much atten-
tion at several recent workshops and
conferences on catalysis.3"5

Catalysts for the hydrogenation of
unsaturated hydrocarbons, reforming
catalysts used in the refining of petrole-
um, and catalysts for the oxidation of
carbon monoxide and reduction of ni-
trogen oxides in automobile exhaust
emissions—these are all examples of
systems that surface physicists and
chemical physicists must begin to study
if catalytic activity, specificity and sta-
bility are to be understood on a more

fundamental level. Such reactions are
typically catalyzed by highly dispersed
particles («=10 A to 100 A in size) of
platinum, palladium, nickel, or other
Group-VIII elements supported on a
porous refractory material such as silica
or alumina.6 Highly dispersed bimetal-
lic and multimetallic "alloy" clusters,
typically based on Group-VIII and
Group-IB elements (for example, Pt-
Ni, Ni-Cu, and Pd-Au systems), have
also become increasingly important as
the active centers of commercial cata-
lysts.7 Some chemical reactions can be
catalyzed by semiconductors and insu-
lators, for example metal oxides and so-
called "solid-acids."2

Olefin hydrogenation by Group-VIII
transition metals is a good example of a
reaction that can be catalyzed hetero-
geneously and homogeneously, that is,
from the gas or liquid phase respective-
ly on dispersed transition-metal surfac-
es, and by transition-metal salts or com-
plexes in aqueous solution.8 Heteroge-
neous olefin hydrogenation can occur
by transfer of hydrogen atoms to ethyl-
ene molecules chemisorbed on the sur-
face of a small, supported transition-
metal aggregate, as schematically repre-
sented in figure 2a. Homogeneous ole-
fin hydrogenation can occur through
ligand exchange and transfer of hydro-
gen atoms to an ethylene ligand at the
periphery of an isolated transition-
metal complex, as represented in figure
2b. (A "ligand" is any atom or mole-
cule that is directly bonded to a partic-
ular metal atom.)

Transition metals are also found in
relatively small amounts in living cells
as the biocatalytically active centers of
certain enzymes and proteins. For ex-
ample, hemoglobin, found in the red
blood cells, is responsible for the trans-
port of oxygen between the lungs and
tissues. Oxygen transport occurs
through the reversible binding of an
oxygen molecule to an iron atom strate-
gically located at the center of a por-
phyrin ring (as illustrated in figure 3a),
which is attached to the protein poly-
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peptide chain.9 The approximately
cubic ferredoxin cluster shown in figure
3b is typical of the active centers of
iron-sulfur proteins, which catalyze
electron transport processes in the me-
tabolism of bacteria, plants, and ani-
mals.10

It is a well known property of the
Group-VIII transition metals that these
d-electron elements can form coordina-
tion complexes. These complexes can
involve two or three metal-ligand
bonds, but four bonds (with square-pla-
nar or tetrahedral symmetry) and six
bonds (with octahedral symmetry) are
more common. Coordination to eight
or twelve nearest-neighbor atoms is
largely characteristic of the bonding be-
tween transition-metal atoms in bulk
crystals, small aggregates and clusters.

Catalytic activity is generally thought
to be a surface phenomenon in which
reactive atoms or molecules are chemi-
sorbed onto a small part of the catalyst
surface through the formation of a "sur-
face molecule" or "complex" that in
some way lessens the amount of energy
(the activation -energy) needed for a
given chemical reaction to begin, there-
by allowing it to proceed more rapidly.
In heterogeneous catalysis, there is
chemisorption, motion and reaction of
the absorbates from the gas or liquid
phase directly on the surface of a solid
catalyst, as represented in figure 2a. In
homogeneous catalysis, the reacting
atoms or molecules are present as lig-
ands in individual molecular complexes
in solution, and the ligands are labile
enough (that is, they undergo chemical
change sufficiently easily) to move
around and be exchanged at the periph-
ery of the complex, as represented in
figure 2b. To explain the fundamental
nature of catalytic activity and specific-
ity, we must therefore begin to under-
stand the physics underlying the coor-
dination chemistry of inorganic and or-
ganic transition-metal complexes and
the surface chemistry of highly dis-
persed transition-metal particles. It is
also important to investigate the phys-

Contour maps for two of the d-orbital wavefunctions of cubic Cu8, plotted in the plane of a cube
face. Part a is the a i g orbital corresponding to the energy level —0.533 Ry shown in figure 4a,
and part b is the a2u orbital corresponding to the energy level —0.467 Ry shown in figure 4a.
The contour values decrease in absolute magnitude with decreasing absolute values of the con-
tour labels, the zero contour indicating a node in the wavefunction. The sign of the contour
label gives the sign of the wavefunction. Figure 1
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ics of ideal, single-crystal metal surfaces
and the nature of chemisorption ther-
eon, even though such surfaces are usu-
ally poor catalysts from the point of
view of commercial significance.

Progress in the experimental study of
surfaces, chemisorption and catalysis
was reviewed by Fischer,2 and we will
not discuss this further. We will in-
stead concentrate on the new develop-
ments in quantum chemistry represent-
ed by the self-consistent-field X-alpha
scattered-wave method; after saying a
little about the ideas behind this ap-
proach—whose history goes back more
than forty years—we will describe its
applications to several prototype cata-
lytic systems.

Historical perspective
In 1926, the discoveries of Louis de

Broglie, Werner Heisenberg, P. A. M.
Dirac, and Erwin Schrodinger led to the
development of wave mechanics.
Within two years, Douglas Hartree had
devised his self-consistent-field method
of solving Schrodinger's equation for
the electronic structure of isolated
atoms. Hartree replaced the Coulomb
interactions between all the electrons of
an atom and one of these electrons by
an average potential arising from the
averaged charge of all of these electrons.
The resulting atomic potential is ap-
proximately spherically symmetrical,
making Schrodinger's equation separa-
ble and straightforward to solve numer-
ically.

About the same time, Walter Heitler
and Fritz London applied wave me-
chanics to the hydrogen molecule, intro-
ducing the valence-bond concept. Rob-
ert Mulliken and Friedrich Hund devel-
oped the idea of molecular orbitals,
based on essentially the same self-con-
sistent-field approach that Hartree had
used for atoms. Hans Bethe, Felix
Bloch, Leon Brillouin and others ap-

plied similar methods to crystals. By
about 1932, one knew how to proceed,
in principle, with molecular and solid-
state theory. Erich Hiickel extended
molecular-orbital theory, in semiempir-
ical form, to molecules as complicated
as ethylene and benzene. The valence-
bond concept was further developed by
Linus Pauling and others and furnished
the basis of the molecular theory that
has been taught to chemists ever since.
Unfortunately, Schrodinger's equation
was much more difficult to solve for
molecules than for atoms, and the feel-
ing developed that semiempirical meth-
ods were the best that chemists could
do in applying wave mechanics to their
problems.

The theory of solids in their crystal-
line form, however, developed much
more rapidly. In 1933, Eugene Wigner
and Frederick Seitz noticed they could
build up a simple crystal like sodium by
joining polyhedral cells together, each
containing one atom. They solved the
one-electron Schrodinger equation for a
spherically symmetrical potential with-
in each atomic cell, as in Hartree's self-
consistent-field treatment of an isolated
atom, but imposed the boundary condi-
tion that the wavefunctions and poten-
tial join smoothly from one cell to the
next. It was found that the energy lev-
els of the system, which are sharp, dis-
crete levels for an isolated atom, broad-
ened into bands, as had been predicted
earlier by Bethe, Bloch, and Brillouin.
It was out of this energy-band theory,
worked out in the 1930's, that physicists
learned the differences among metals
and insulators and semiconductors.
This particular type of study, interrupt-
ed by the war, was revived in the later
1940's. During this postwar period,
William Shockley, John Bardeen, and
Walter Brattain at Bell Laboratories
made use of the band theory of solids in
their development of the transistor.

Indeed, the rapid growth of solid-state
electronics technology and the expan-
sion of basic research in solid-state
physics during the 1950's and 1960's
would not have been possible without
the basic principles of band theory for-
mulated during the 1930's.

However, no corresponding advances
had come about in quantum chemistry.
The development of the digital comput-
er during the 1950's made it possible to
carry through much more elaborate cal-
culations on molecules than had been
possible in prewar days, and the theo-
retical chemists began to apply the
methods of Heitler and London, Mul-
liken and Hund, Hiickel and Pauling
more accurately than had been possible
before the war. However, even with the
advent of large-scale computers, these
theories were inherently difficult and
costly to implement on polyatomic mol-
ecules, especially those containing heav-
ier atoms. In the Solid State and Mo-
lecular Theory Group at MIT, which
the senior author organized in 1951, cal-
culations were being carried out simul-
taneously on both the energy-band
theory of crystals and the electronic
structure of molecules. One thing was
very clear: The methods we had used
for energy bands, since the first work of
Wigner and Seitz in 1933, resulted in a
far more practical approach to calculat-
ing band structures than the methods
that the chemists were applying to mol-
ecules. The chemists' approach was
based on the LCAO (Linear Combina-
tion of Atomic Orbitals) technique,
which when applied to energy bands in
crystals is called the "tight-binding"
method. We had given up the tight-
binding approach as not being nearly as
computationally convenient as the Aug-
mented-Plane-Wave and Korringa-
Kohn-Rostoker methods, which are so-
phisticated "muffin-tin" variants of the
Wigner-Seitz cellular technique that we

catalyst

Heterogeneous and homogeneous catalysis. Part a shows the het-
erogeneous catalysis of olefin hydrogenation on the surface of a sup-
ported transition-metal aggregate. The major steps of the reaction
are: chemisorption of ethylene and hydrogen; hydrogenation of ethyl-
ene, and desorption of ethane. Part b shows a schematic represen-

H,C = CH,

catalyst

CH,

tation of the homogeneous catalysis of olefin hydrogenation by an iso-
lated "square-planar" transition-metal complex. L, and L2 represent
ligands. The major steps of the reaction are: the addition of hydro-
gen and ethylene as ligands; hydrogenation of ethylene, and dissocia-
tion of ethane from the complex. Figure 2
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noted above had been used for crystals.
In 1965 and 1966, respectively, we

published two papers11'12 that showed
how a molecular-orbital theory of poly-
atomic molecules might be developed
by methods similar to those successfully
used in crystals. Our technique, which
we call the "self-consistent-field X-
alpha scattered-wave" method, consists
of two initial stages—the "X-alpha"
part and the "scattered-wave" part—to
obtain first an initial approximation to
the molecular potential and then to
solve Schrodinger's equation for the
molecule; the second stage leads to an
improved molecular potential, and the
cycle is repeated until the entire process
is self-consistent.

First, in place of the Hartree-Fock
approximation to exchange (which the-
oretical chemists have traditionally
used for atoms and molecules) we use
the statistical approximation to ex-
change correlation, proportional to the
one-third power of the electronic charge
density. This approximation, the X-
alpha method,13 was introduced origi-
nally by the senior author in 1951; by
1965 it was being widely used in band-
structure calculations for crystals and
in atomic-structure calculations. The
X-alpha potential, together with the so-
lutions of Poisson's equation of classical
electrostatics for a superposition of
atomic charge densities, provides the
initial approximation to the molecular
potential.

Then we have the problem of solving
Schrodinger's equation, but without the
multicenter-integral difficulty associ-
ated with the LCAO approach. We
partition the molecule into contiguous
atomic, interatomic, and extramolecular
regions of spherically averaged and vol-
ume-averaged potential, much as in the
cellular or "muffin-tin" treatments of
solids. Schrodinger's equation is solved
in each region, and the wavefunctions,
represented in appropriate partial-wave
expansions, are joined continuously and
with continuous first derivatives across
the boundaries separating neighboring
regions. We find it convenient to ac-
complish this wavefunction matching
by a "multiple-scattered-wave" proce-
dure analogous to that introduced by
Jan Korringa for crystals, instead of by
the original cellular method of Wigner
and Seitz. This procedure leads to rap-
idly convergent secular equations that
can be solved for the molecular spin or-
bitals and energies. With the occupied
spin orbitals we can then construct the
electronic charge density throughout
the space of the molecule.

This charge density, in conjunction
with Poisson's equation and the X-
alpha exchange-correlation expression,
leads to a new molecular potential for
which Schrodinger's equation can be
solved for a new set of spin orbitals.
The entire computational procedure is

CH, CH = CH,

HC

N

t = CH

CH2

1

N-- Fe- N

CH3

CH = CH,

CH, HC=q

COOH
CH2 CH3

CH,COOH

cys S

Fe S S cys

/ / /
S Fe

• S cys

Fe-

S cys

Hemoglobin and ferredoxin. Part a: The approximately planar iron-porphyrin complex that
constitutes the active center of hemoglobin. This complex is normally attached to the polypep-
tide chain of the hemoprotein via the amino acid histidine. Part b: The approximately cubic
cluster of iron and sulfur atoms that is the active center of bacterial ferredoxin. The four cys-
tein molecules attach the cluster to the polypeptide chain of the protein. Figure 3
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Copper and nickel-cluster energy levels. Part a shows the SCF-Xa electronic energy levels
for a cubic Cu8 cluster; part b, the spin-polarized SCF-Xtv electronic energy levels of a cubic Ni8
cluster. For each cluster, the results are shown for a nearest-neighbor internuclear distance
equal to that in the corresponding bulk crystal. The levels are labeled according to the irreduci-
ble representations of the cubic (Oh) symmetry group. The "Fermi level" EF separates the occu-
pied levels from the unoccupied ones. Figure 4
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Hydrogen in palladium. Part a: The SCF-Xa electronic energy levels for a tetrahedral cluster
of four palladium atoms containing an interstitial hydrogen atom. The levels are labeled accord-
ing to the irreducible representations of the tetrahedral (Td) symmetry group, and the top of the
d-band is marked by the "Fermi level" EF. Also shown are the energy levels for a palladium
atom (in the 4d9 5s configuration) and a free hydrogen atom. Part b: Contour map of the a-,
orbital wavefunction of Pd4H for the energy level —0.746 Ry shown in part a and plotted in a
plane containing two palladium atoms and the hydrogen atom. The contour values decrease in
absolute magnitude with decreasing absolute values of the contour labels. The sign of the con-
tour label gives the sign of the wavefunction. To ensure clarity of presentation, the interior
nodes of the wavefunction near each palladium nucleus are not shown. Figure 5

iterated until self-consistency is at-
tained.

Between 1967 and 1970, this Self-
Consistent-Field X-alpha (SCF-Xa)
scattered-wave method was pro-
grammed for digital computer with the
expert assistance of Franklin C. Smith,
Jr. The method was also extended to
clusters of atoms in solids, providing a
localized description of electronic struc-
ture and chemical bonding.14 It was
clear by 1972 that the technique has

many advantages over other theoretical
approaches to molecules and solids.
For example, relatively little computer
time is required, even for polyatomic
systems containing heavy atoms. The
X-alpha statistical total energy satisfies
the virial and Hellmann-Feynman the-
orems.13'14 The theory also satisfies
Fermi statistics, and the total energy
goes to the proper separated-atom
limit.1314 In conjunction with the
"transition-state" concept, this ap-

proach leads to an accurate description
of excited spin orbitals, including relax-
ation effects.13'14

The SCF-Xa scattered-wave method
and transition-state procedure have
been applied successfully to a wide
range of molecules and solids over the
past few years, and the computer pro-
grams are now in wide use at many
other institutions. We have no space
here to summarize all these applications
or to cite all the recent references to
this work. However, several articles
and a textbook have been published
that review the theory, computational
procedure, and range of applications up
to 1973.13"17 Since then the theory and
computational procedure have been
generalized to overlapping atomic
spheres and true cellular representa-
tions of the potential, permitting one to
go beyond the original muffin-tin ap-
proximation. Let us now focus on a few
recent applications of this technique to
systems of catalytic importance.

Heterogeneous catalysis
An important electronic factor in het-

erogeneous catalysis by transition met-
als and their alloys is the fundamental
role of the d-electrons, especially their
behavior at the catalyst surface. Let us
first consider Cug and Nig clusters with
cubic geometry, the simplest structure
that has been used to characterize the
surfaces and dispersion of small catalyt-
ic particles.

The SCF-Xa electronic energy levels
for these clusters, calculated in collabo-
ration with Richard P. Messmer's group
at GE,18 are shown in figure 4. We may
characterize the complete set of Cug
energies shown in figure 4a as a dense
band of d-levels bounded above and
below, respectively, by the tiu level at
—0.411 rydbergs and the aig level at
—0.617 Ry, both of which are predomi-
nantly s- and p-like in character, but
with some d admixture. ("aig", "tiu",
etc. are the conventional symmetry la-
bels for the orbitals of a cubic mole-
cule.) Thus if we regard this aig — tiu
energy interval as the precursor of the
sp-band in bulk, crystalline copper,
then the Cug d-band is totally over-
lapped by the sp-band, as in the solid,
although the band width is smaller in
the cluster. Even the onset of electron-
ic excitations from the highest fully oc-
cupied orbitals tiu and eu to the first
empty orbital t2g, computed by the
transition-state procedure,13'14 occurs
in the same energy range (2.0-2.6 eV) as
the interband transitions that are re-
sponsible for the characteristic color of
solid copper.

Contour maps for two of the orbital
wavefunctions of Cug, plotted in the
plane of the cube face, have been shown
in figure 1. In figure la, we have the
normalized aig orbital corresponding to
the energy level -0.533 Ry shown in fig-
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ure 4a. The d-like nature of the aig or-
bital is clearly evident in the "four-
lobe" contours spreading out around
each copper nucleus. This orbital is
strongly bonding in the plane of the
cube face, as is indicated in figure la, by
the large amount of net wavefunction
overlap. The a2U d-orbital with energy
-0.467 Ry is mapped in figure lb. In
contrast to the aig bonding d-orbital,
a2u is antibonding in the plane of the
cube face because there is a net cancel-
lation of positive and negative regions
of the wave function, leading to effec-
tively zero net overlap.

Calculations by the spin-unrestricted
SCF-Xa scattered-wave technique have
also been carried out in collaboration
with Messmer's group18 for the simple-
cubic Nis aggregate, and the resulting
electronic energy levels are shown in
figure 4b. In comparison with the Cu8
results, the Nis d-band is shifted to
higher energies, significantly widened
and split in energy by the paramagnetic
spin polarization, which arises because
the highest occupied d-orbital eu is only
half filled. The electronic structure of
the Nis cluster is similar to the spin-
polarized band structure for ferromag-
netic crystalline nickel, especially with
respect to the high density of d-states
around the Fermi level, a condition that
appears to be correlated with the gener-
ally high catalytic activity of nickel, as
compared with copper. Moreover, the
spin magneton number per atom (0.25)
in paramagnetic Nis is considerably less
than the value (0.54) for ferromagnetic
crystalline nickel. This decrease is con-
sistent with the results of paramagnetic
susceptibility measurements for small
catalytic nickel particles.19

All of the atoms of Cus and Nis are
"surface" atoms, so that figure 4 is a
measure of the respective "surface den-
sities of states." The orbitals mapped
in figure 1 illustrate the types of "sur-
face chemical bonds" (for example, the
directed d-lobes at the cube corners)
that may be responsible for the capaci-
ties of highly dispersed transition-metal
particles6 (or stepped surfaces of crys-
talline transition metals20) to act as
centers of chemisorption and catalysis.
SCF-Xa calculations for 13-atom lithi-
um clusters, carried out with Michel
Boudart's group at Stanford21 suggest
the icosahedral geometry to be more
stable than the cubo-octahedral one, a
result of possible general significance to
the structure of small particles. A
unique characteristic of an icosahedral
particle is that it exposes only close-
packed (lll)-type surfaces. Prelimi-
nary SCF-Xa studies of the chemisorp-
tion of ethylene (C2H4) on the surfaces
of small metal clusters suggest increas-
ing metal-C2H4 bond strength from
nickel to platinum.18-22 Of the three
metals, nickel, palladium and platinum,
palladium is well known to be the most

active catalyst for ethylene hydrogena-
tion, a property that appears to be cor-
related with the moderate (not "too
strong," not "too weak") Pd-C2H4
chemisorption.

Hydrogen in metals

Molecular hydrogen is dissociatively
chemisorbed, and the resulting hydro-
gen atoms absorbed, by the small me-
tallic particles that constitute the active
centers of hydrogenation catalysts—for
example, palladium-based catalysts.
Of fundamental importance, therefore,
is the nature of the interaction of inter-
stitial hydrogen in catalytic palladium
aggregates as a function of cluster size
and geometry. In figure 5a, we show
the SCF-Xa electronic energy levels for
the simplest palladium-hydrogen sys-
tem investigated at MIT, a single hy-
drogen atom at the center of a tetrahe-
dral Pd4 cluster. Of special signifi-
cance is the "splitting off" of a hydro-
gen-bonding ai level from the bottom of
the Pd4 d-band. This splitting occurs

0.0

at approximately the same relative
energies as determined by Dean East-
man's group23 in photoemission mea-
surements for a two-phase mixture of
0-PdH with Pd. The Pd(4d)-H(ls)
hybridization in the ai orbital, responsi-
ble for proton screening, is shown in the
orbital contour map, figure 5b. A com-
parison of the electronic structures and
binding energies for hydrogen in palla-
dium, platinum and nickel aggregates as
functions of cluster size and geometry
should lead to a better understanding of
observed differences in hydrogen solu-
bility in these metals and the possible
effects on catalytic behavior.

For bimetallic cluster catalysts,7 one
can study the effects of "alloying" on
the electronic structure of metal aggre-
gates by systematically substituting
"impurity" atoms in the cluster (for ex-
ample, Cu in Nis or Ni]a) and then
carrying out the SCF-Xa cluster calcu-
lations to self-consistency. It is also
possible to study the effects of support-
ing materials, such as silica (SiOg), on
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Zeise's anion. The SCF-Xa electronic energy levels for this platinum-olefin complex,
[Pt(C2H4)CI3]~, which is similar in geometry to the reaction intermediate illustrated in figure
2b, are shown here labeled according to the irreducible representations of the C2v symmetry
group. The highest occupied level is 6b!, and the lowest unoccupied level is 10a,. Also shown
are the SCF-Xa energy levels of an isolated ethylene molecule, together with those of the plati-
num (in the 5d96s configuration) and chlorine atoms. Figure 6
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Contour map of Zelse's anion. This is the 2b2 7r-bonding orbital wavefunction of the complex
[Pt(C2H4)CI3]~ plotted in a plane containing the central platinum atom, the trans-chlorine ligand,
and the ethylene ligand (see figure 2b). The hydrogen atoms lie out of this plane, so their con-
tribution to the chemical bonding is not visible. The contour values decrease in absolute magni-
tude with decreasing absolute values of the contour labels, and the sign of the contour label
gives the sign of the wavefunction. The interior nodes of the wavefunction near each atomic
nucleus are not shown, to ensure clarity of presentation. Figure 7

the electronic structures and surface
properties of the metal clusters—embed
the metal cluster in the local molecular
environment of an SiC>2 lattice, and
then carry out SCF-Xa calculations on
the composite system.

Homogeneous catalysis
Let us now consider Zeise's anion

[Pt(C2H4)C1.3]~, which is an important
prototype example of transition-metal
olefin 7r-electron complexes thought to
be reaction intermediates in homoge-
neous olefin catalysis.8 The geometry
of Zeise's anion is similar to that of the
metal-olefin complex shown in figure
2b. The SCF-Xa electronic energy lev-
els calculated in collaboration with Not-
ker Rosch and Messmer24 are shown in
figure 6. In figure 7 is a contour map of
the 2b2 orbital, the orbital responsible
for the 7r-bonding of ethylene to plati-
num via the "back-donation" of Pt-5d
electrons into the empty C2H4-7T* orbit-
al.

The optical and photochemical prop-
erties of Zeise's anion are particularly
important because their analysis pro-
vides insight into observed photocataly-
tic effects in olefin hydrogenation by
platinum catalysts.25 Using the transi-
tion-state procedure,13-14 we have deter-
mined all the important optical excita-
tions in Zeise's anion; they are com-
pared with experiment in tables II and
III of reference 24.

The unoccupied ethylene-like 5b2 or-
bital of Zeise's anion is antibonding
with respect to platinum. Thus the :'B]
and 'Bj multiplets at calculated ener-

gies24 of 3.5 eV and 4.3 eV, respectively,
arising from the 3a2 —•• 5b2 pJatinum-
to-ethylene charge-transfer excitation,
would be expected to weaken the plati-
num-ethylene bond. In fact, Zeise's
anion in solution undergoes a photo-
aquation reaction in which ethylene is
replaced by a water molecule.24 The
onset of this reaction is at about 3.6 eV
and reaches a maximum quantum yield
at about 4.2 eV. Thus it is possible
that these transitions to the 5b2 orbital
weaken the Pt-C2H4 bond and allow
the aquation to take place. It has been
observed that the rate of catalytic hy-
drogenation of ethylene on a metallic
platinum surface is significantly re-
duced when the surface is illuminated
with light of photon energy 4.2 eV.25 It
is possible that platinum-to-ethylene
charge-transfer excitations occurring at
this energy (analogous to those occur-
ring in Zeise's anion) weaken the Pt-
C9H4 bonds and lead to photodesorp-
tion of C2H4 from the platinum surface,
with the concomitant reduction in cata-
lytic activity. SCF-Xa transition-state
calculations for C2H4 chemisorbed on
platinum aggregates are in progress to
test this hypothesis.

Biocatalysis

Intermolecular charge transfer or
charge polarization appears to be cru-
cial to the biocatalytic activities and
specifities of some enzymes and pro-
teins. For example, ferredoxin
[Fe4S4(S-cys)4]2~, with the cube-like
structure of alternating iron and sulfur
atoms shown in figure 3b,10 is the active

center of a protein believed to catalyze
electron transfer in nitrogen fixation
(the conversion of nitrogen to ammo-
nia) by soil bacteria, a process of key
importance in the nitrogen cycle. In
figure 8 we display the SCF-Xa elec-
tronic energy levels recently calculated
at MIT for [Fe4S4(SH)4]2-, a prelimi-
nary model of ferredoxin—one in which
the cysteine-containing polypeptide
moieties have been replaced by four hy-
drogen atoms. The most important
feature of the electronic structure is the
band of predominantly iron d-orbitals
occupied up to the 4ti level and includ-
ing the low-lying empty 5t2 d-orbital.
The 5t2 orbital, localized with respect to
each iron atom and directed away from
each cube corner (compare figure 3b),
can readily accept electrons from an oc-
cupied orbital of proper symmetry,
overlap and energy, localized on a
neighboring molecule.

It is interesting to compare the high
density of d-levels and presence of low-
lying unoccupied states around the
Fermi level in our model for ferredoxin
with the calculated density of states
around the Fermi level in Nig (see fig-
ure 4b). This is a striking similarity
between the electronic structures of two
quite different prototype catalytic sys-
tems, one biological and the other non-
biological. The occurrence of a rela-
tively wide sulfur p-band just below the
band of localized d-levels in figure 8
also suggests some similarity between
the electronic structure of ferredoxin
and the band structure of crystalline
iron disulfide.26

The array of iron and sulfur atoms in
ferredoxin is actually somewhat distort-
ed from the ideal cubic geometry shown
in figure 3b.10 SCF-Xa scattered-wave
calculations for this lower symmetry
structure show a lifting of certain orbit-
al degeneracies and a significantly lower
total energy, like the effects of a Jahn-
Teller distortion. Melvin Calvin has
recently suggested27 that ferredoxin
could function as an ideal electron ac-
ceptor and center of electron-proton re-
combination in a synthetic enzyme sys-
tem designed to catalyze the photosyn-
thesis of hydrogen, in sufficient quan-
tities, to serve as a possible source of
energy.

We hope that these examples demon-
strate that, even in its present approxi-
mate form, our approach offers real
hope of eventually developing truly pre-
dictive theories of catalytic behavior,
whose importance to the energy prob-
lem, pollution control, and biology have
already been pointed out. This is what
happened to solid-state physics when
the fundamental band-theoretical de-
velopments of the 1930's led to the ad-
vances in solid-state electronics tech-
nology during the 1950's. One may
hope with a good deal of justification
that similar advances will be made in
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Ferredoxin-model energy levels. These are the SCF-Xa electronic energy levels for the com-
plex [Fe4S4(SH)4]

2~, a prototype model of the ferredoxin cluster shown in figure 3b. The levels
are labeled according to the irreducible representations of the Td symmetry group. The highest
occupied level is 4t-, and the lowest unoccupied level is 5t2. Also shown for comparison are the
energy levels for an iron atom (in the 3d64s2 configuration) and a sulfur atom. Figure 8

the fundamental understanding of com-
plex catalytic molecules and solids, and
in their technological applications, in
the next twenty years.
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