
Thermodynamics of evolution
The ideas of nonequilibrium order and of the
search for stability extend Darwin's concept back to the
prebiotic stage by redefining the "fittest"
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We have seen that the formation and
maintenance of self-organizing systems
are compatible with the laws of physical
chemistry. We must now confront this
idea with the major problem of biology:
How did biological systems arise?

Present-day theory of evolution is a
subtle combination of the results ac-
cumulated in molecular biology since
1952 and of Darwin's original ideas.
Evolution is considered to be the result
of random mutations arising from er-
rors in the replication of the genetic ma-
terial. The errors are inevitable, in view
of the complexity of the various bio-
chemical processes. Obviously, in the
absence of further constraints, these er-
rors propagate indefinitely and could
not lead to any well defined result. Dar-
win's fundamental discovery was to
realize that natural selection directs the
mechanism by which an organism can
survive and increase in number and
complexity. This mechanism will oper-
ate as soon as the environment cannot
support a population exceeding a criti-
cal size. It will select those species or
genotypes that produce the highest
number of descendants under the exist-
ing external conditions. In this way,
natural selection prevents the accumu-
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lation of mistakes and at the same time
allows improvements (through muta-
tions) to take place.

This picture of selection through
"survival of the fittest" already implies
the existence of self-maintaining and
self-reproducing systems. Strictly
speaking therefore, it is not a theory of
the origin of life. This crucial problem
may be formulated in successive steps:
• It is generally believed that under
primitive earth conditions (probably
prevailing three or four billion years
ago), small organic compounds such as
acids, bases, sugars, and so on could be
synthesized at an appreciable rate.
• These molecules must join into poly-
mers having a new type of activity.
The concentration of these molecules
would have been very low under prebi-
otic conditions; some mechanism there-
fore must have operated to concentrate
this dilute mixture in preferential
places. These two points will be dis-
cussed in the next section.
• The next step is crucial: Is it possible
to conceive of a type of selection pres-
sure, compatible with the interactions
between these active polymers, that
would direct the system to increasing
complexity and organization? There is
little chance that the "survival of the
fittest" dogma, in the sense of maxi-
mum offspring, would be of great help
here. Well before this stage, it was ne-
cessary for the system to accumulate
information from past experience, in
some type of primitive genetic code.
What are the rules that have prevailed

in the formation of this code, whose ex-
istence is now a well established fact in
biology? We will discuss this problem
in some length further on.

Prebiotic polymer formation
The most common mechanism of

polymer formation is linear chain propa-
gation. However, the binding free en-
ergy of the monomers that constitute
the actual biopolymers is such that the
yield of this process would be extremely
small. Hence we assume that a bio-
polymer having a direct evolutionary
significance must be a part of an auto-.
catalytic cycle that enhances the rate
of synthesis of the polymers involved.
In principle we can imagine three kinds
of autocatalytic cycles: polypeptide-
polypeptide; polynucleotide-polynucle-
otide; polynucleotide-polypeptide. The
first case is considered to be quite im-
probable,18 and we shall discuss briefly
the second possibility.

Recall that a polynucleotide has a

This is the second part of a two-part
article. In the first part, which ap-
peared last month, we summarized the
basic laws of nonequilibrium thermo-
dynamics, with special reference to
open systems. We showed that under
far-from-equilibrium conditions, new
types of structures may appear as a
consequence of fluctuations, and we
indicated some biological situations
that illustrate the importance of such
"dissipative" structures.



backbone of phosphate and sugar mole-
cules. To each sugar molecule one of
the four bases, adenine (A), guanine
(G), cytosine (C) and either thymine
(T) or uracil (U) is attached. Experi-
ment shows that A or G monomers at
moderate concentrations in aqueous
solutions form stacks (loosely connected
aggregates) of various sizes.19 Further-
more, A binds to poly-U (polyuridylic
acid) by a cooperative mechanism. Fi-
nally, the formation of small polymers
of adenylic acid from monomers is facili-
tated20 by the presence of poly-U; the
stacks of A apparently condense on the
poly-U surface to give the so-called
"complementary" polynucleotide ac-
cording to the by now classical Watson-
Crick pairing rules, which imply that A
binds preferentially to U or T, and G to
C. In the usual terminology, we say
that poly-U is the "template" in the
synthesis of poly-A.

Starting from these experimental
facts a mathematical model for the
polynucleotide polymerization has been
constructed.21 The model comprises
two competing polymerization path-
ways, one via linear chain propagation
and the other by template action. The
system is assumed open with respect to
monomer flow from the outside. The
kinetic equations for this model have
been studied numerically, with plausi-
ble values for the rate constants. The
results, in summary, are:
• In the neighborhood of thermody-
namic equilibrium there is no interfer-
ence between the two pathways. The

system reaches a stable steady state of
small polymer-to-monomer ratio.
• As the distance from equilibrium is
increased by adding monomers, cooper-
ative polymerization on templates takes
over. A sharp increase of polymer con-
centration occurs, which, for certain
values of the rate constants, is combined
with instability of the low (polymer)
concentration state that belongs to the
thermodynamic branch. We shall dis-
cuss the model further in connection
with evolution through error copies.

This example suggests the possible
importance of dissipative instabilities
and nonlinear kinetics in the efficient
formation of polymers under prebiotic
conditions. Particularly interesting is
the possibility that polymer concentra-
tion is enhanced as a response to small
changes in monomer entry. Assuming
now that polymers can be formed at an
appreciable rate, is there a mechanism
able to localize these molecules, which
in prebiotic conditions would certainly
be very disperse? Aharon Katchalsky
recently emphasized the important role
that may be played by inorganic cata-
lytic surfaces on which monomers (in his
case amino acids) may condense to
form fairly high polymers.22 Also ap-
parent from his analysis is that the en-
hancement of polymer concentration
may be due to a complicated interplay
between diffusion and (surface) reac-
tions, giving rise to a dissipative struc-
ture. An alternative possibility is sug-
gested by the results from equation 6
(page 25 last month): The possibility of

creating, in a limited region of space,
concentrations that may be much higher
than in the homogeneous mixture pro-
vides a general mechanism for reaching
and maintaining new configurations.
The probability for certain important
reactions is then enhanced and the sys-
tem may begin to evolve further.

Eigen on biopolymer evolution

We are now concerned with the next
stage of evolution, the behavior of in-
teracting populations of biopolymers.
Manfred Eigen has recently reported23

the first really quantitative study of this
question. The problem is formulated
by first assuming that by some mecha-
nism (for example, the one outlined in
the previous section) it has been possible
to produce appreciable amounts of po'ly-
mers having certain properties:
• Under the maintenance of a finite
energy and matter flow (related, for ex-
ample, to the entry of monomers in the
system) these substances can metabo-
lize in the sense that one may have
chemical transformations from energy-
rich to energy-deficient material.
• The substances have certain auto-
catalytic properties arising from tem-
plate action. In particular, the overall
rate of production of constituent i is at
least proportional to its concentration.
• The self-production (or replication) of
i is subject to errors. This implies that
there is a probability for producing from
i a set of other substances
j(i^j = l,...n).

These assumptions imply that the
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.time variation of the concentrations
Xi will obey the rate equations

2t*j=i<PtjXj (15)

where i goes from 1 to n. The system is
assumed to remain uniform in space.
A, and Dt represent respectively the
rate of formation of substances as di-
rected by the template i and the rate of
decomposition of i. The factor Qi
measures the quality of this template
action: its ability to replicate faithfully.
Clearly 0 < Qt < 1. Finally <ptj repre-
sents the rates of spontaneous produc-
tion of i arising from errors in the repli-
cation of ;'s. Clearly Qi and >pij must be
related by the condition

XiAi(l-Qi)Xi = 2j*i<PijXj (16)

We must now specify the constraints
acting on system 15. In addition to the
nonequilibrium conditions related to the
monomer flow into the system, one has
to impose a constraint implying some
sort of selection. One of the conditions
proposed by Eigen for this purpose is the
conservation condition

= constant (17)
That this condition may lead to selec-
tion is obvious from the fact that any
increase in the concentration of one of
the i constituents will imply necessarily
a decrease in the other substances.

Relations 17 and 16 imply that At and
Dt must satisfy the condition

2i(A, - Dt)Xt =0 (18)

We may now transform equation 15
into a form with conditions 16 to 18
built in. Defining excess productivity
as

mean productivity as

(E) = 2kEkXk/ZkXk

and selective value as

W,° =

(19a)

(19b)

(19c)

we find

dX,/dt = (Wt°-(E))Xi +

2MiVi)Xj. (20)
These equations are now applied to what
is known of the interactions of biopoly-
mers likely to be present in the prebiotic
mixture, that is, protein and nucleic-
acid chains. From a thorough examina-
tion of known data on reaction rate con-
stants for some nucleotide-nucleotide,
nucleotide-peptide and peptide-pep-
tide combinations, Eigen arrives at the
plausible conclusion that nucleic acids
are a necessary prerequisite for self-
organization because they possess the
ability to act as templates. However,
they require a catalytic factor that
couples the different template mecha-
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nisms; this factor may be provided by
the presence of protein chains. In this
way, an error corresponding to a "favor-
able" mutation may be propagated very
efficiently, owing to the intrinsic non-
linearity of the protein-template cou-
pling.
Evolution through hypercycles

Eigen has constructed models for this
type of system.24 Figure 3 depicts such
a "self-reproductive catalytic hypercy-
cle," according to his terminology. The
polynucleotides I, may reproduce them-
selves, preferably with the catalytic ac-
tion of the previous polypeptide chain
Ej-i in the cycle. Moreover, they pro-
vide information for the synthesis of the
polypeptide chain E,. The whole
hypercycle is assumed closed, that is,
the final enzyme En feeds back on Ij.; the
systems then exhibit autocatalytic
growth properties. Numerical analysis
of the rate equations24 shows that,
depending on the number n of the mem-
bers of the hypercycles, U and Et may
grow abruptly (for small n) or oscillate
in time (for large n).

Imagine now that, as a result of errors,
the hypercycle of figure 3 gives rise
to side branches. As a consequence of
the conservation condition (equation
17), these new hypercycles will compete
with the original one. Under certain
conditions this competition may lead to
selection and, because of the nonlineari-
ties, selection will be very sharp. Thus,
among many competing systems only
one will survive in an appreciable quan-
tity. In the examples of reference 24
the survivor is characterized by the
highest "value function" (see definition
19). This suggests the appealing con-
clusion that the code as well as the sym-
metry in the stereospecific configura-
tions of the macromolecules must be
universal.

So far, evolution and selection have
been formulated as a problem of com-
petition between preexisting hypercy-
cles. Eigen points out that, in fact, this
competition has two aspects: On the
one hand, the nature of the error term
~L]^ii(PijXj in equation 20 giving rise to
the side branches is fundamentally
stochastic. But once an error distribu-
tion (errors may be thought of as a new
kind of fluctuation) is realized, evolu-
tion will become an inevitable event.
The course of this event will be de-
scribed by the deterministic equations
20. Qualitatively, this picture recalls
our earlier remarks about evolution as a
stochastic process (see page 25
last month).

Now a system will respond to an error
and evolve further only if it is not suf-
ficiently stable initially, and one is
tempted to think that evolution will
have to direct the system to a state of
optimal stability toward its own errors
(or fluctuations). This search for opti-

mal stability should then replace the old
"survival of the fittest" principle. The
final state will be a system possessing a
means for minimizing errors. This de-
vice could be thought of as the precursor
of the genetic code.

In his original paper Eigen did not
quantitatively formulate the stability
problem with respect to fluctuations
that correspond to error copies. (We
shall soon analyze this question along,
the lines of the theory outlined in the
first part of this article.) What Eigen
shows however is that for certain classes
of systems, evolution through competi-
tion of the hypercycles leads to an opti-
mum of the mean productivity and
hence to an increase of the quality factor
or, equivalently, of the selective value
Wi° (see definition 19). In spite of the
appealing character of this result, we
believe that there is little chance that
evolution can be characterized rigor-
ously by a variational principle. In a
nonlinear differential system with many
variables, the mean productivity (E)
is a very complicated function of the
state of the system. It is far from obvi-
ous that (E) should increase as evolu-
tion proceeds, especially given that the
behavior of the X,'s may well not be
mono tonic in time.

Stability and evolution
The evolution problem can be formu-

lated in terms of stability theory.25 Of
particular interest is the formulation of
thermodynamic criteria for stability and
evolution (see also the box on page 25
last month). We shall remain as gen-
eral as possible, postponing for a while
the discussion of particular models.

Consider a set of n interacting chem-
ical substances X; (i = 1, . . ., n) and as-
sume that all X's may exist in relatively
abundant quantities. The time evolu-
tion of the set |X,-| is described by the
chemical rate equations

..., Xn)
n) (21)

where we take Xt as a measure of the
concentration of constituent X,. The
term Ft

e describes the flow of matter (for
example, in the form of monomers)
from the surroundings and (Ft) the reac-
tions inside the system. It will be as-
sumed that Fie is constant throughout
the system, which will be maintained
uniform in space.

We assume that equation 21 has at
least one asymptotically stable steady
solution; this implies that all n roots of
the characteristic equation of system 21
have negative real parts.26

Suppose now that we take into con-
sideration the formation, by random
fluctuations, of "error copies" of X;
which we call Yj 0' = 1,..., m). The
order of the differential system describ-
ing the joint evolution of X and Y will
increase by m. For simplicity take m
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An n-membered self-reproductive catalytic hypercycle of the type developed by Manfred
Eigen.23 The polynucleotides I are "information carriers," which are able to reproduce
themselves. In addition, the polypeptides E serve as catalysts for the production of the
polynucleotides (E;_i catalyzes the production of I;), and, moreover, I; provides informa-
tion for the synthesis of Ej. The hypercycle is closed; that is, En catalyzes the production
of h . Such autocatalytic systems may have advantages during evolution. Figure 3

= 1. Then the characteristic equation
of the enlarged system will contain a
correction term of order i (e > 0) multi-
plying either the (n + l)th power of the
characteristic root or the term of the
characteristic equation that is indepen-
dent of the characteristic root. Thus,
the characteristic equation of system 21
will be recovered in the limit t —*• 0 and
the effect of the new substance in the
evolution of X will disappear. For t
not equal to zero but small, the equation
will have (n + 1) roots and n of these
must have values close to those of the
original characteristic equation and, in
particular, have the same sign for the
real parts. The stability of the steady
state of the enlarged system can only
be affected by the new root, wn+i. For
e sufficiently small this root will depend
on t in one of two ways:

if the correction term multiplies the (n
+ l)th power of the characteristic root,
or

Wn + 1 « € (22b)

if the presence of the new substance
adds a constant term in the characteris-
tic equation. Depending on the values

of the parameters and on the kinetics,
the coefficient in front of the right-hand
side of either equation 22a or 22b may
have a positive real part. Thus we
reach the important conclusion that by
taking into account a small and at first
sight "spurious" parameter correspond-
ing to the addition of a new variable, the
stability properties may change even if
the original system 21 were stable with
respect to random perturbations of the
|X| variables. In different terms, one
deals here with a problem of the struc-
tural stability of the reduced system 21
with respect to perturbations that intro-
duce a side reaction that increases the
order of the differential system. Note
that in case 22a the departure from the
unstable regime will be very fast, where-
as for 22b the unstable mode will evolve
very slowly.

Appearance of new substances

Next we must find the equations of
evolution of the |X) and Y variables that
correspond to cases 22a or 22b. Clearly,
relation 22a implies an evolution of Y
according to

t(dY/dt)=G(\X\,Y,t) (23a)
where G is some function of the old and

new substances and may also depend on
e. (G(|Xj,Y,0) is different from zero.)
This will affect the evolution of |Xj,
which now will be given by the system

dXi/dt = Ff + Ft( \X\, Y,t) (24a)

Of course Ft will have to be such that for
6=0, that is, for

G(\X\,(Y),0)=0 (25)

we get

(FM \X\,(Y)( \X\),0) = (Ft)( |X|) (26)

Note that in equation 23a no flow-of-
mass term is included. This is natural,
because Y is produced solely by |Xj and
is therefore essentially (except for diffu-
sion terms, which can be taken as small
as we please) a closed system.

On the other hand, equation 22b im-
plies

,() (23b)

and correspondingly

dXi/dt =

F? + + tF»AlX\,Y,t) (24b)

Equations 23 and 24 have been con-
structed in such a way that the appear-
ance of the new substance Y may give
rise to an instability of the original sys-
tem. Mathematically, this would imply
that the solution of equations 23 and 24
does not remain for all times in a neigh-
borhood of order (e) of the solution of
equation 21. Thus we will have evolu-
tion through unstable transitions of the
original system upon addition of new
substances. This evolution may lead, for
example, to a new state of high Y con-
centration, which will be dominated by
the new substances. Let us now com-
ment on the class of problems covered
by this formulation. Consider first the
situation described by relations 23a and
24a.

The most natural realization of these
equations in the context of prebiotic
evolution is, probably, the case where a
new function appears in the system.
For instance, one of the error copies of X
may serve as template for the synthesis
of a substance, which in turn catalyzes
further the production of this error copy.
One may expect this catalytic step to be
more efficient than the previously exist-
ing mechanisms of synthesis. This effi-
ciency will be translated by the appear-
ance, in the right-hand side of the equa-
tion for Y, of terms containing some
large kinetic constant k. Dividing by k
and setting f = ft"1 « 1 we obtain an
equation of the form of equation 23a.

An alternative interpretation is sug-
gested by rewriting equations 23a and
24a in the equivalent form

and

= G(\X\,Y,t) (27a)

dXi/dt = Fte + Fi(\X\,Y,() (27b)
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We have introduced a new time variable
T = t/t » t. Thus equations 23a and
24a describe systems that evolve accord-
ing to two different time scales: One
has a rapid motion describing the mech-
anism of production of the new sub-
stances—during this motion one could
set, approximately, |X| = \{X)\ = con-
stant—and a slower evolution in the
space-jXj variables, after Y has already
attained a value given by equation 25.
Note that this picture of widely sepa-
rated scales is in agreement with the
microscopic, all-or-none character of a
mutation and should be built into any
stochastic theory of evolution through
mutation and selection. It is only be-
cause we are limited here to a macro-
scopic description that we must intro-
duce reaction mechanisms with artifi-
cially imposed time-scale differences,
giving rise to kinetic equations of the
type described in equations 27. One
expects these equations to predict a very
sharp selection during the evolution, in
agreement with the numerical results of
some model reaction mechanisms ana-
lyzed by Eigen.

Finally, let us turn to the class of
problems described by relations 23b and
24b. In the case of instability, these
equations predict a slow evolution of the
mutant substance to the new regime.
Comparing them with Eigen's equations
20 we see that e may be interpreted here
directly as an average mutation rate, so
that the instability here is attributed
directly to the copying errors. In con-
trast, in the previous case of equations
23a and 24a the role of mutations was
primarily to couple the old and the new
variables. The evolution through insta-
bilities was attributed to another ele-
ment, such as a new enzyme appearing
in the system. In principle, both types
of situation are conceivable in a pre-
biotic medium.

We emphasize that the picture of evo-
lution as a succession of instabilities is
meaningful only if the original system
(equation 21) becomes unstable for ar-
bitrarily small ( (formally, in the limit
e —* 0). In the context of prebiotic evo-
lution, this can only be an idealization of
the real situation. If e is interpreted as
a mutation rate, one could easily imag-
ine values of the order of 0.1 or more (see
the numerical examples discussed by
Eigen, reference 23). And if t is inter-
preted as the inverse of a rate constant
in an enzyme-catalyzed reaction, one
would again expect a finite value owing
to the rather poor catalytic ability of the
primitive enzymes. Thus, the results
derived from equations 23 and 24 can
only indicate the general trend rather
than the actual kinetics of prebiotic evo-
lution.

We shall now describe briefly the
main conclusions drawn from the analy-
sis of equations 23 and 24. In this analy-
sis we shall limit ourselves to the ap-
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pearance of one single new substance.

Evolution based on 23a and 24a
a The original system of equation 21
may become unstable with respect to
the addition of Y if G is an increasing
function of Y in the neighborhood of the
subspace described by equation 25. At
the transition threshold the excess en-
tropy production due to the fluctuation
- that is, the additional dissipation in-

troduced by the new substance—be-
comes negative. To derive this result
we must regard entropy and entropy
production as stochastic functions of the
fluctuating variables. Thus, all results
of thermodynamic interest will be aver-
ages of these functions.
b Every time a single new substance
appears, one can construct a state func-
tion related to the dissipation intro-
duced by the new substance. For a
stable system, this function has a mini-
mum around the subspace of equation
25. Evolution will take place once this
function acquires more than one ex-
tremum or a saddle point. We have
therefore a variational principle charac-
terizing evolution. Note that this prin-
ciple is local in the sense that it refers to
particular stages of evolution dominated
each time by a single new substance.
c Beyond the transition threshold for
evolution the entropy production in-
creases because the system switches,
during some time, to a fast pathway for
the synthesis of the new substance Y.
This general result is also confirmed by
model calculations27 showing the possi-
bility of a sharp increase of dissipation
by several orders of magnitude (see also
the box on page 24, last month).

Evolution based on 23b and 24b
a We assume d = 0, that is, the new
substance cannot be produced in the
absence of mutations. Then one finds
that the original system 21 may become
unstable provided G2 is an increasing
function of Y in the neighborhood of
(|Xoi|,Y = 0), where |X0;) are solutions
of the original system. At the transition
threshold the additional dissipation in-
troduced by the new substance and by
the corresponding modification of the
Xj's becomes negative. Moreover, the
dissipation introduced by the new sub-
stance alone is also negative.
b A local variational principle can be
constructed in the same way as before.
c No conclusive statement can be
made about the entropy production be-
yond the transition threshold.

The most striking of these conclusions
is result c of the first case, namely that
as evolution proceeds to a new stable
regime, the system tends to increase its
dissipation. At first, this result appears
to prohibit the realization of the mini-
mum-dissipation regime (see relations 8
and 9) predicted by one of the classical
results of nonequilibrium thermody-

namics. In fact, (see the box on page 25
last month), both results represent two
extreme but perfectly compatible kinds
of behavior: The minimum dissipation
theorem prevails in the neighborhood
of a steady state (not very far from equi-
librium) that is stable with respect to
fluctuations; the increasing dissipation
is on the other hand a transient behavior
related to the evolution of the system to
a regime where the new substance aris-
ing from mutation plays a dominant
role. Once in this new regime, the sys-
tem will again adjust to the constraints
and will tend to decrease its dissipation.

The apparent incompatibility be-
tween increasing dissipation and the
laws of thermodynamics has been noted
by various authors working on the prob-
lem of individual organism develop-
ment, which bears some resemblances
to the problem of evolution.28 We see
that both types of. behavior are described
by the same theory applied in the first
case near thermodynamic equilibrium
and in the second case beyond a non-
equilibrium instability.

Evolution models
Some of the ideas we have discussed

can now be illustrated on a particular
scheme.25 In choosing a model repre-
sentative of at least some aspects of pre-
biotic evolution, one is confronted from
the very beginning with a crucial choice:
Were there only nucleic acids present, or
only proteins or both when natural selec-
tion started? Eigen's analysis suggests
that the most promising of these possi-
bilities is the third. Still, one must
realize that any ansatz made on prebiot-
ic evolution has, by the very nature of
the problem, a speculative character.
Thus, we shall try to present here
models that retain some generality and
some degree of insensitivity with respect
to the protein-or-nucleic-acid contro-
versy.

We take a system open to the flow of
two monomer species a and b (which
may correspond to two kinds of nucleo-
tides). Species a and b are converted
within the system to two polymers (for
example, nucleic acids Ai and B). T'he
formation of Ai (which may be a poly-A
or a poly-G) necessitates two prelimi-
nary forms V and V* corresponding to
assembled monomers and to stacks of
the same monomers. This part of the
mechanism may be described as

(mb) ,=• B (1.4)

As soon as A1; V* and B are formed, an
autocatalytic cycle is switched on
wherein A1 acts as a template for the
synthesis of B from b, and B acts as tem-
plate for the condensation of stacks V*
which yield Aa. Finally, Ax and B dif-
fuse outside the system or are deacti-



vated (for example, by forming Watson-
Crick pairs). We may represent these
processes as

1.25
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Part II

The coefficients n, m denote the number
of monomers involved in the polymer.
Parts I and II can now be analyzed nu-
merically, given exactly the polymeriza-
tion model we have previously devel-
oped21 from experimental observa-
tions19-20 of polynucleotide formation.
The result is that for certain values of
the rate constants one can achieve mul-
tiple steady polymerization states cor-
responding to a small or to a large
amount of polymer in the system.
Curve a of figure 4 describes the varia-
tion of Ai as a function of the entry of
a-monomers. The variation of V* is
given by a similar curve.

We now assume that in this (stable)
polymerization, steady-state random
fluctuations continuously cause errors in
the formation of Ai by B. As a conse-
quence, a new species A2 is produced.
A2 may now direct the synthesis of a new
substance E (for example, a primitive
enzyme) from r monomers of the kind c.
Once produced, E further catalyzes the
production of A2 as well as its own pro-
duction. Finally, E and A2 diffuse out
of the reaction volume. We may repre-
sent these processes by the scheme

B + V* £
(re) + A 2 **

B + V* + E <=>
(re) + A 2 + E ^

P diffusion ^

A diffusion (

E + A2 '(111.2)
B + A2 + E (III.3)
2E + A2 (IH.4)

(in.5)
(III.6)
Part III

We now want to see if the steady-state
system (I and II) may evolve, as a result
of the addition of the new substances, to
a regime dominated by A2 and E.

Before we report the results of the
numerical analysis of system I—II—III we
draw attention to the mechanism of fluc-
tuation amplification built into the
model. For a fixed V*, III describes a
nonlinear coupling between A2 and E
that is stronger the larger the V*. Now
(see figure 4) Ai and V* depend on the
steady state reached in the polymeriza-
tion process. In particular, on the upper
branch, Ai and V* will be large in the
absence of part III. Thus, the polymeri-
zation steady state acts as a selection
pressure in the sense that it favors A2
and E once the mutation (whose rate is
measured by tk in step III.l) takes place
and couples A2 and E with the old vari-
ables.
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Fluctuations affect polymer production. At low monomer concentration, polymer A-, (black
curves, b) dominates. This steady state could continue (gray curve, a), but fluctuations
caused by errors produce a new polymer A2 (colored curves, c) and a catalyst that en-
hances the production of A2. Beyond a critical value of monomer concentration the fluctua-
tions are amplified abruptly and the system switches to a new steady state. Figure 4

The results of the numerical analysis
of the complete system I—II—III are
shown by curves b and c in figure 4. We
see that beyond some critical monomer
concentration value, the fluctuation
leading to A2 is amplified in an abrupt
fashion and the system switches to a
new steady state dominated by A2.
Closer inspection shows that the transi-
tion is due both to the mutation and to
the appearance of the catalytic function
of E. The former appears to trigger the
instability, whereas the latter con-
tributes to the sharpness of the transi-
tion. From this point of view the model
is a synthesis of the cases corresponding
to equations 23a-24a and equations
23b-24b.

Arriving at new criteria

We have seen that a genuine nonequi-
librium order can appear in systems be-
yond a critical distance from equilib-

rium, provided the kinetic laws have
some specific types of nonlinearities. A
number of representative phenomena
related to the functioning of present-day
living organisms appear to belong to this
framework and to provide examples of
the concept of dissipative structures.
Conversely, then, we may use this idea
to analyze these phenomena from a new
point of view. The nonequilibrium
order principle is also likely to be impor-
tant in the understanding of prebiotic
evolution and of the origin of life. In
particular, the formulation of evolution
in terms of stability theory permits us
to arrive at new criteria, extending, in
the prebiological stage, Darwin's "the
survival of the fittest" idea. Thus the
search for stability may lead, depending
on the particular situation, to an in-
crease in the quality factor, an increase
in dissipation or even a local variational
principle. In particular, the increase in
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dissipation may give rise to an evolu-
tionary feedback that "prepares the
way" for a new instability enabling the
system to evolve further. In this sense,
the basic Darwinian picture of evolution
through selection is kept, but the notion
of the "fittest" is defined, in the pre-
biological stage, by a more subtle cri-
terion that is no longer equivalent to
that of the maximum number of off-
spring.

The approach to evolution outlined
here was purely deterministic. A sto-
chastic treatment is necessary for sev-
eral reasons: In the first place, the very
event of mutation is a random process.
Next, the evolution in the unstable re-
gion contains an irreducible statistical
element because the fluctuations de-
termine the behavior of the average
values. A stochastic analysis will per-
mit specification of the critical size and
nature of the fluctuations that can nu-
cleate9 and reach a macroscopic level.
Moreover, stochastic theory is needed
to determine whether a fluctuation aris-
ing and nucleating locally will spread
out or whether it will become extinct.
Work presently in progress in several
laboratories is aimed at improving the
theoretical framework and constructing
more complete models for prebiotic evo-
lution.
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