COMPUTERS AND
NUCLEAR PHYSICS

Recent developments in both hardware and software
hold great promise for effective use
of computer systems in nuclear-physics laboratories.
Interaction between physicists and computers
is, consequently, being simplified.

JOEL BIRNBAUM and MARTIN W. SACHS

TRANSFORMING RAW DATA from a nu-
clear-physics experiment into physical
parameters and then to a publication
follows a fairly universal course. For
the past 20 years computers have per-
formed more and more transforma-
tions. The first applications were pri-
marily to the last stage, that is, trans-
formation of reduced data into physi-
cally meaningful terms. As input and
output devices connected to compu-
ters become more sophisticated, com-
puters are put to work on more and
more additional tasks. Today it is pos-
sible to have a computer perform most
of the routine tasks in an experiment,
perhaps even including the editing of
a text for publication.

Especially in the last five years com-
puter data-acquisition systems have
been burgeoning in nuclear-physics
laboratories.! There has also been a
corresponding proliferation of papers
proclaiming the brave new world of
nuclear-physics experimentation. Un-
fortunately, however, aside from the
obvious advantages that accrue from
4 machine with universal adaptability,
the “revolution” of physics performed
has been rather slow aborning. Al-
though one can no longer argue about
4 computer system’s increased flexi-
bility, speed, capacity and convenience

relative to its recent and sophisticated
predecessor, the fixed-wire multipa-
rameter analyzer, in most cases the
computer is used in a manner that
amounts to a replacement of one box
of electronics with another function-
ally identical box that performs bet-
ter. The conceptually exciting bene-
fits of on-line systems, which have
generated many proselytes, result from
its use as an analytical instrument
rather than as a means for rapidly in-

gesting large quantities of data and
displaying them on a cathode-ray tube
or a printer. To be used effectively a
computer must simultaneously ac-
quire, reduce and analyze data, and
inform the experimenter of these re-
sults while his experiment is in prog-
ress.

The new generation of laboratory
computers, especially the larger sys-
tems, have the necessary power for

considerable simultaneous analysis:
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For this reason we will concentrate on
these larger systems and emphasize the
possibilities for enhancing an experi-
menter’s analytical and  judgmental
powers rather than automating experi-
ments.  Although we deal with nu-
clear-physics applications, the general
concepts are applicable to most areas
of research.  We summarize the cur-
rent status of computer systems and,
perhaps more importantly, underline
difficulties. We attempt also to pro-
pose solutions to problems most ame-
nable to eventual remedy so that phys-
icists can use the computer’s full po-
tential for nuclear physics. This poten-
tial is not the ability to obtain more
data (although this is undoubtedly im-
portant), nor is it to take better data
(which is still more important) but
rather to provide a basis for solving
physical problems that cannot be han-
dled in other ways.

It is not surprising that computers,
with very few exceptions, have not
vet been used in a revolutionary fash-
ion., Innovation generally demands
complete familiarity with the problem,
and almost all computer systems have
required much of the physicist's time
for this familiarity. He must be con-
versant not only with the details of
his equipment, but also, in most cases,
with the program structure and pro-
gramming system that guides his ex-
periment, Most physicists are not in-
terested in devoling time to achieve
this expertise; so, if they have used a
computer system at all, it has been
provided by others or already exists in
a conventional manner, To be fully
effective, therefore, a system must be
dynamic, interactive and amenable to
reprogramming or restructuring with
little or no effort.

What's new in computers

Before proceeding to the particulars of
installing a computer in a nuclear-
physies laboratory, it would be well to
review briefly the many advances in
the computer industry during the last
five years. Improvements in circuit
techniques, mass-production capabili-
ties and input-output devices have
now enabled one to purchase for a
single laboratory a physically small
and relatively inexpensive computer
whose power frequently exceeds that
which was formerly provided in a com-
puting center for an entire university.
Increase in power is not only attribut-
While to the greater speed of microelec-
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tronics, but also because computers
can now routinely overlap input-out-
put operation with simultaneous arith-
metic processing. Advances in re-
liability of computing systems have
been equally important. Since most
physics laboratories operate on an es-
sentially full-time basis, and since ex-
perience has proved that an on-line
computing facility will be involved in
virtually all experiments, the compu-
ter’s downtime becomes a vitally sig-
pificant parameter. The current gen-
eration of laboratory computers does
not significantly affect overall reliahil-
itv of the total accelerator—experiment-
data-handling complex.

Another difficulty that has arisen in
muny installations is that time-con-
suming use of a computer for data ac-
quisition precludes program prepara-
tion and subsequent analysis of pre-
viously acquired data. New develop-
ments in programming techniques and
in computer hardware allow computer
sharing among several tasks that are
effectively performed simultaneously.

Finally there have been advances in
programming techniques, particularly
in programming systems that relieve
one of tedious and repetitive program-
ming tasks. Most systems provide
languages such as Fortran that permit
programs to be written in a way that
is completely independent of the com-
puter’s detailed operation. Some also
support terminals that allow one to
interact with an experiment in prog-
ress, In fact this interaction will pro-
duce significant changes in the per-
formance of experimental physics.

In the next sections we present a
brief summary of some of the hard-
ware and programming-systems inno-
vations and the ramifications for low-
energy nuclear-physics experiment de-
sign. 'We make no attempt at a com-
prehensive review of existing systems
(the reader is referred to reference 1
for recent summaries); rather, we dis-
cuss general principles with examples
drawn principally from our experience
at Yale University Wright Nuclear
Structure Laboratory,

Data channels

A distinguishing characteristic of most
nuclear-physics data acquisition is that
data occur randomly in time and that
one frequently must require a sam-
pling of instruments in time-coincident
combinations, Fast data channels Jo-
cated in laboratory-size computers

minimize the overhead associated with
responding to these data. The data
channel can be regarded as an input=
oultput computer that executes its own
program and performs input-output
operations that are completely over-
lapped in time with activities of the
central processing unit (CPU). With
a channel for input, one can store data
as they arrive without interrupting
CPU activity and without imposing
excessive “deadtime” on the measur-
ing instruments themselves.

In general, measuring instruments
are connected to the channel through
a control unit, called an “interface,”
which has some provision for associat-
ing specific instruments or groups of
instruments with particular types of
events. Data from the instruments are
transferred with any necessary identi-
fication words in an uninterrupted
stream into a reserved list of words in
the computer memory, When this
buffer area is full, the CPU is informed
of this fact by an interruption from
the data channel and begins to process
these data while a second buffer is
being filled with more data.

This scheme allows much higher
average and instantaneous counting
rates than arrangements in which the
CPU must respond to each event as it
occurs. For most nuclear-physies ex-
periments the time lag, in this scheme,
between receipt of an event and pro-
cessing is inconsequential. To handle
cases in which response speed is im-
portant, control units must be able to
notify the CPU as soon as the event
has occurred so that it can be pro-
cessed immediately instead of waiting
for the buffer in which it is located to
fill up.

Data channels simultaneously ac-
cumulate data, log it on magnetic tape,
reduce it (or, when data reduction in
real time is not needed, perform inde-
pendent processing), and operate a
display unit. The CPU spends most
of its time reducing data; other opera-
tions are performed concurrently
through the channels. In this manner,
even without special add-1-to-memory
circuitry, the Yale system, for example,
can perform approximately 70000
pulse-height analyses per second.

The control unit at Yale has been
previously described.? Its operation
can be briefly summarized as follows:
Data-acquisition components [princi-
pally scalers, timers and analog-to-
digital converters (ADC)] are grouped




PARTICLE IDENTIFICATION WITH AN

Identification of the reaction products
of heavy-ion reactions at energies sig-
nificantly above the Coulomb barrier
is an important and challenging ex-
perimental problem. Essentially all
reaction channels are open at these
energies, and the investigation of a
particular energy level of a given iso-
tope will generally not be amenable to
kinematic-coincidence techniques in
themselves, particularly for reactions
with low cross sections. It is neces-
sary to measure some additional pa-
rameter to identify explicitly the parti-
cles.

The most widely employed proce-
dures of particle identification are
based on the Bethe equation, which
relates the rate of energy loss of a
charged particle moving through nu-
clear matter to its mass, charge, en-
ergy and the properties of the ab-
sorber. If relativistic and slowly vary-
ing terms are ignored, this equation
may be approximated for many ex-
perimentally meaningful situations by
dE/dx — (KMZ:/E), where dE/dx is
the rate of energy loss of particle, M
and Z are the mass and charge of the
particle, and K is a constant that com-
bines various physical constants and
parameters of the detector system.
Thus the product of E and dE/dx pro-
vides a unique identification of the
particle since no two known nuclides
have the same value of MZ°. The
locus of a particular isotope in a plot
of energy loss against energy ap-
proaches a rectangular hyperbola.

The experimental technique uses a

ON-LINE COMPUTER

stack of detectors (known as a ‘‘parti-
cle telescope'), composed of one or
more thin detectors that measure the
energy loss, and a residual-energy de-
tector thick enough to stop the parti-
cle.

The E and dE/dx signals may be
combined with an analog pulse multi-
plier to calculate the function (dE/dx)
(E + hdE/dx +4 V.,), with h and V,
being adjustable parameters. V, and
h are adjusted until the output is inde-
pendent of E and depends only on
MZz®. By setting voltage gates on the
regions of interest in the multiplier
spectrum, one can route data on indi-
vidual nuclear species to separate re-
gions of multichannel analyzers. In
this fashion one obtains directly. a
conventional energy spectrum by re-
quiring a time coincidence between
the E-detector pulse and the identify-
ing signal from the multiplier.

A multiparameter analyzer simpli-
fies the experimental procedure fur-
ther: The dE/dx and E signals are
presented to analog-to-digital convert-
ers, and the appropriate cell in a mag-
netic core memory is updated when a
time coincidence is detected. In this
manner the isotopic hyperbolas are
recorded directly, are viewed during
the course of the experiment, and are
available on magnetic tape for subse-
quent off-line analysis by computer.
The two photographs illustrate com-
puter-produced displays (isometric and
contour) of data from an experiment
in which a N gas target was bom-
barded with a 114-MeV B! beam. The

graph
duced energy spectrum for Be'. [From
J. E. Poth, J. C. Overly, D. Bromley,
Phys. Rev. 164 1295 (1967).]

The replacement of the multiparam-
eter-analyzer—off-line-computer combi-
nation by analog-to-digital converters
coupled to an on-line computer yields
still further advantages. Then the
creation of the energy spectra of indi-
vidual isotopes can be carried out with
any degree of sophistication desired,
while the experiment is still in prog-
ress. Relations other than the Bethe
equation may be readily substituted
when appropriate (for example, algo-
rithms based on time of flight or range
energy have proved useful in certain
situations). The many advantages of
pulse-height analysis that accrue with
an on-line computer are also applica-
ble. For example, only regions of in-
terest in the spectra need be consid-
ered, and these can be discontinuous
and have different resolutions. Mega-
channel analysis, using associative
memory techniques (wherein a mem-
ory cell is assigned only to those chan-
nels containing meaningful informa-
tion), can be employed when high res-
olution is required. Digital stabiliza-
tion, graphical manipulation for theo-
retical comparison and other proce-
dures discussed above may be freely
invoked. Furthermore all data can be
saved on magnetic tape or disk if de-
sired; so the selection of the reaction
products to be analyzed is not irre-
vocable, as it is with many hard-wired
schemes.
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at the beginning of the experiment by
setting ping in a diode-matrix pinboard
that associates arbitary combinations
of these components with an exter-
nally provided event signal, For ex-
ample, the event signal might be the
output of a coincidence detector, an
overflow signal from a sealer or an
electronic signal from a program com-
When an event signal is pre-
sented to the interface and when all
components have completed their mea-
surements, data from the components
are transferred in sequence to the
computer and are preceded by a
word that identifies the event. Indi-
vidual components are modular and
totally interchangeable logically, elec-

mand.

tronically and mechanically. An ex-
perimenter may, therefore, arrange
them in any desired order. A sub-

routine that processes an event treats
it simply as a list of 16-bit data words
in a specified order. This subroutine
is not concerned with the components’
physical locations and needs not even
be concerned with their nature (for
example, the same program might han-
dle either pulse-height analysis from
an ADC or time-of-flight analysis with
a scaler-timer), Other functions are
provided, such as rejection of un-
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in the Yale System. The three specifica-
tion statements define memory-core stor-
age images of the multichannel analyzers,

iy

pates (single-channel analyzers) and
‘.’..'iJ}l.'l"\. _FIC| 1
46 » JULY 1968 « PHYSICS TODAY

winled coincidences between events
and optional generation of an external
interruption to notify the computer
when a specific event has occurred., If
desired, a hierarchy of priorities can
e associated with the events.

If, as is frequently the case, one de-
sires to log data in its raw form, no
additional programming is necessary.
The buffer may be written unchanged
onto the appropriate output unit by
system routines, In the Yale system
one can use the same Fortran program
in real time with or without data log-
ging, or process data previously logged
on tape. One selects the particular
mode of operation by a single control
card at execution time.

Because one can have automatic
classification of data into unique events
and because format is independent of
devices that produce it, there are many
advantages. Coding (in Fortran) to
process each event can be written in-
dependently of other events, thus al-
lowing versatility without having to
modify existing event routines. In ad-
dition, data logged on magnetic tape
can include additional events not pro-
cessed in a program by assigning them
to events having no routines in the
program. These data would later be
analvzed by replaying the event tape.
In fact several experiments can be run
simultaneously by assigning to each a
unique group of events,

An interface such as Yale's quickly
becomes quite complicated; an alter-
native approach is to replace this inter-
face with a small computer that is con-
nected by a data channel to a larger
computer. This approach is quite ad-
vantageous: Such an interface is en-
tirely flexible, can be changed under
program control, and can otherwise
perform tasks that leave the large com-
puter free for data reduction and anal-
vsis. On the other hand, since hard-
ware functions are being replaced by
programs, this approach may not sus-
tain as high a data rate as a purely
electronic  sorting and identifying

scheme (for the same expenditure of
funds).

Display hardware

The cathode-ray-tube display has be-
come indispensable in experimental
nuclear physics. It not only allows
data presentation in an unlimited va-
riety of forms, but also can serve as an
input medium with a light pen for
manipulation and selection of data.

There are several types of display
and several ways of connecting them
to a computer. All that we have men-
tioned about data acquisition and data
channels is relevant as well for con-
nection of displays. The simplest
form of display involves a point-plot-
ting oscilloscope driven by digital-to-
analog converters and connected to
the computer by a data channel. This
setup is the basis of the display unit in
the Yale system. With this organiza-
tion, the CPU is required only when
structuring coordinate buffers in the
compuler’s main memory; subsequent
regeneration is completely under chan-
nel control, Its advantage is relative
simplicity and high speed with which
one can present data to the terminal
Its disadvantage is expensiveness in
terms of computer memory for storing
data for the display. This situation is
particularly unsatisfactory if one re-
quires multiple independent displays,
A more satisfactory solution provides
external storage of data for the display
unit so, once loaded with display co-
ordinates, the display is self-sustain-
ing. Possible schemes include mag-
netic drums or disks to hold informa-
tion being displayed, storage oscillo-
scopes and auxiliary computers for dis-
play control and information storage.
Magnetic drums and disks have the
advantage of large data volume and
regeneration rate at the expense of a
complex control-unit design: the stor-
age oscilloscope has the virtue of econ-
omy; an auxiliary computer provides
the greatest flexibility,

At Yale, several special features in
the display unit augment interaction
between physicist and computer.
These features include relocation hard-
ware in the display control unit so an
image on the screen can be moved by
simply changing a coordinate specify-
ing its origin rather than by recalculat-
ing each set of coordinates that de-
scribes all points in the display. There
is also character-generation hardware
that enables rapid production of al-
phanumeric information in arbitrary
font and variable size.

Control and monitoring

Many computers now have as optional
features control units that send and re-
ceive both digital and analog signals,
sense the position of external contacts,
read external voltage levels, and so
forth; hence one can easily use them
for apparatus control and monitoring.




COMMUNICATIONS TERMINAL showing the display CRT, light pen and function keyboard. The

oscilloscope at right is connected with large CRT and is used for photographic purposes.

One general scheme of operation em-
ploys a digital computer to initiate and
then to monitor continuously a process
while in progress. A second scheme
involves sending the desired final value
of parameters associated with each
piece of apparatus to an external unit
that will, without computer control,
monitor the operation and notify the
computer when the process ends. The
advantage of the first scheme is that it
requires construction of little or no
special-purpose hardware. Its disad-
vantage is that it consumes more com-
puter time than the second procedure,
which requires the computer’s inter-
vention only at the beginning and end
of a process. One can structure pro-
grams associated with apparatus con-
trol in a general way so a small family
of quite broad functions can serve the
needs of an entire laboratory.

At Yale, to free the CPU as much as
possible we have built a simple inter-
face box containing input and output

registers that can be addressed by the
CPU and that are easily connected to
a wide variety of digitizers. Each
unit, which has extensive device-multi-
plexing capabilities, also contains a
digital comparator so the CPU need
only provide the ultimate value for a
given parameter. After this step ex-
ternal hardware monitors that param-
eter, stops associated variation and sig-
nals the computer when the destina-
tion has been reached. The CPU, of
course, can read the actual value of a
parameter at any time; it can, there-
fore, confirm operation completion.
An apparatus-control-and-monitor-
ing facility provides a major improve-
ment in data quality by temporarily in-
terrupting counting when specified pa-
rameters exceed predetermined limits.
Such interaction between control and
data-acquisition functions is particu-
larly easy to implement when the same
computer is doing both jobs. For ex-
ample, in an experiment that is de-

—FIG. 2

pendent on careful control of beam op-
tics, the computer monitors beam cen-
tering by measuring various slit cur-
rents and makes necessary corrections
(either automatically or by notifying
the accelerator operator of deviations),
meanwhile stopping counting until the
Similarly in
work, a computer
could monitor the instantaneous heam

deviation is corrected.
fast-coincidence

current for unwanted Huctuation, again
stopping counting and taking correc-
tive action when this Huctuation ex-
ceeds a specified limit.

Data-acquisition language

With programs that analyze and dis-
play data in higher level languages
such as Fortran, a physicist has much
greater freedom to experiment with
innovative techniques and to reduce

"drastically the amount of time that he

must spend learning to program the
computer. To write real-time pro-
grams in this way requires a far more
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complex operating system than is
needed if real-time programming is
done in machine-dependent assembhly
language; however, program prepara-
tion and modification are simpler and
more efficient,

Special application-oriented state-
ments for data acquisition have been
incorporated into Fortran at Yale,
These statements are shown in figure
1. Each of these statement types in-
cludes parameters (not shown) speci-
fying vital statistics such as number of
channels in an analyzer, overflow value
and statement to which control is to
go on overflow of a scaler, ete.
CREATE sets up data areas and control
information for analyzers, gates and
scalers. ENTER EVENT MODE hurns con-
trol over to the real-time supervisor
and initiates input from the nuclear-
data interface. EVENT n and EVENT
END define the start and finish of a
block of Fortran coding that processes
event n whenever it is found in the
buffer. cLeEAR clears an analvzer, gate
or scaler. PHA and ~NpHA perform
pulse-height analysis (+1 and —1, re-
spectively) with the input datum as a
channel number. scave adds an input
datum to the software scaler. DGATE
performs single-channel analysis on a
datum, and 1GATE integrates a region
of a spectrum.

These statements may be freely used
in normal Fortran programs. A pre-
compiler first scans the program and
translates these special statements into
Fortran coding. The resulting pro-
gram is then compiled into machine
language in the usual way, Data-ac-
quisition language is implemented by
a precompiler rather than by modify-
ing the Fortran compiler since the pre-
compiler is easier to alter and expand
than the compiler. 1In fact the pre-
complier itself is written in Fortran,

Mutiprogramming and time sharing

A principal problem in computer utili-
zation in any application is optimiza-
tion of resources (time, memory and
external equipment) associated with
the computer. With on-line data ac-
quisition this problem often amounts to
a simple dilemma: A computer must
be available for full-time, on-line data
acquisition and control and yet still be
ready for program preparation and
data analysis, Furthermore one fre-
quently cannot write a single, straight-
forward program that both collects
data and performs the desired imme-
48
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diate analysis without having to stop
one tusk to do the other, Although in
some situations one can substitute two
smaller identical computers for a single
large one, in many cases this is un-
desirable because the greater power
of a large computer is often needed.

This problem is solvable because al-
thongh a computer may be busy full
time with data acquisition (on a time
scale of seconds or minutes), it is fre-
quently idle on a scale of milliseconds
or even seconds as it is waiting for a
new event to occur or for an input or
output operation to be completed.
One can design a programming system
that uses these idle periods, together
with any available equipment and
memory space, for the execution of
other programs that were written in-
dependently of the data-acquisition
program and of each other. Such pro-
grams can concurrently analyze data
being acquired, or they can be in-
volved with assembly. compilation and
testing of new programs as well as
analysis of previously acquired data,

Various types of systems are in lab-
oratories. Depending on the nature
of the algorithm that divides the time
and other resources among the various
programs, they are called “multipro-
gramming,” “time-sharing” or “time-
slicing” systems. For such a system
to be successful & computer must not
spend too much: time deciding which
program is to run next and performing
transfer of control from program to
program.  With recent computers,
special hardware as well as new pro-
gramming techniques do this job quite
rapidly.

An interactlive system

A computer system that has the facili-
ties described above is necessarily an
exceedingly complex structure; it is no
surprise that the average physicist is
unwilling to divert his energies from
performing experiments to understand-
ing such a system. A system enabling
a physicist to think in terms of his ex-
periment has been implemented at
Yale. It is based on an intermediate-
size computer with which a user in-
teracts via a terminal comprising a
CRT display, light pen, typewriter
and function keyboard. The commu-
nications terminal is pictured in fgure
2. The keyboard consists of an array
of buttons that produce an external
interruption in the computer and a
code that uniquely identifies the par-

ticular button depressed. The pro-
gramming system allows one to con-
nect any Fortran or assembly-language
program to any of these buttons by a
simple control card. When a button
is pressed, the system responds by lo-
cating and executing the associated
program, The physicist views the sys-
tem as an assemblage of functions that
can be invoked at execution time in
any sequence and for any reason. He
must, therefore, only learn the opera-
tion’s characteristics as the result of a
key depression; he need not be con-
cerned with the nature of the program
or the system supporting it

The graphic terminal is also impor-
tant for deciding strategic alternatives
during an experiment. With a light
pen, which singles out information, the
terminal is an effective medium for a
physicist to exert his judgment and ex-
perience.

Nuclear-physics experiments are of-
ten exploratory, and, therefore, one
would like data acquisition, display
and control to be readily changeable
at execution time without reprogram-
ming (or advance provision of alter-
nate decision paths). For this reason
all data-acquisition statements (in the
extended Fortran previously men-
tioned) are programmed as two-part
instructions. An action statement per-
forms a particular function (for exam-
ple, pulse-height analysis or scaling);
its associated specification statement
determines the operation’s parameters
(for example, number of channels in
pulse-height analysis and overflow
limit for the scaler). Since specifica-
tion statements are accessible during
execution from the function keyboard,
CRT and typewriter, a parameter
change does not involve the user with
the revision mechanism.

Data arrays in the Yale system are
self-defining in that each is associated
with additional information, called an
“attribute table,” that specifies param-
eters used in its creation, This means
that the user can refer to any data (or
variable, for that matter) in an entirely
symbolic way; so-called “global-sym-
bol linkages” give automatic informa-
tion about referenced data, For in-
stance, if a spectrum named “E1E2"
were acquired, the user could produce
a contour display by the statement,
CcALL conTorR (E1E2) or the cor-
responding function-keyboard opera-
tion.

The display mentioned above is pro-
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COMPUTER PROGRAM for data acqui-
Q@ﬂn at Yale. Events 9 and 10 read a
aler bank; pulse-height analysis occurs
n them. 1 and 2 are pulse-height-

spectrum. The display can be
to event 16. —Fig. 3

events, each corresponding to a

duced according to a standard set of
specifications.  Once created, a dis-
play can be manipulated, combined
with others, stored for future reference
and deleted with a powerful set of
display-manipulation  programs that
operate on the attribute table attached
(automatically by the system) to each
list of display cotrdinates. Operations
are independent of the type of display
and are not included in coding user-
wriltten display programs.

The global facility also permits pro-
grams independent of reference-data
storage; that is, it is immaterial
whether the data is in the core mem-
ory, a disk or elsewhere. For exam-
ple, one can define multichannel ana-
lyzers whose data areas in core mem-
ory contain either 4, 2 or 1 “bytes” (a
group of eight bits) per channel (count
capacities 281 —1, 215 —1, and 27 —1,
respectively). In the latter two cases
the system provides a built-in over-
flow-counting mechanism wherein two
bytes of overflows per channel are
stored on a disk file. All references to
data in an analyzer are independent of
type and always retrieve the true num-
ber of counts. The user can empha-
size speed (4 bytes per channel in
core memory) or core economy by
changing only his analyzer-specifica-
tion statement.

Yale system in operation

Several experimenters employ the sys-
tem as a sophisticated multichannel
analyzer, recording spectra from up to
eight detectors, integrating peaks with
the light-pen facility and putting out
spectra on magnetic tape for off-line
input to other data-analysis programs.
The basic data-acquisition program
for such an experiment is shown in
figure 3. This program assumes that
events 1 and 2 are pulse-height analy-
sis events, each corresponding to a
separate spectrum. It can be easily
expanded to record more spectra by
adding additional analyzers, EVENT
and PHA statements. A scaler bank
is read by both events 9 and 10. The
scalers are read into the memory by
event 9, but they are not used. This
method effectively clears them since
they are reset when read. Until an
event 9 occurs, no pulse-height analy-
sis takes place, From event 9 to
event 10, pulse-height analysis occurs.
Values read from scalers by event 10
are counts accumulated since the last
event 9. One can update a display

periodically by connecting an  oscil-
lator to event 16, The function key-
hoard selects the analyzers being dis-
played and performs the usual display-
control functions.

Unlike a normal Fortran program,
these statements are nolt executed se-
quentially, The ENTER EVENT MODE
statement, among other things, trans-
mits starting locations of each event
routine to the system’s buffer-scanning
routine and then turns control over to
this routine. At that point the data
channel starts reading the nuclear-
data interface, and the buffer-scan rou-
tine begins scanning buffers, identify-
ing each event and transferring con-
lrol to the appropriate event routine.
The evENT END statement returns con-
trol to the buffer scanner,

The system is used more elaborately
in particle-gamma angular-correlation
experiments. These experiments, fig-
ure 4, involve measurements of
gamma-ray spectra from various reac-
tions in coincidence with back-scat-
tered beam particles. Both sodium-
iodide and lithium-drifted-germanium
detectors measure the gamma-ray
spectra, The real-time data-acquisi-
tion program records a 128 x 128
channel, two-dimensional spectrum of
particle energy plotted against gamma
energy in the sodium-iodide counter
for true coincidence events, as well as
the particle spectrum in coincidence
with all gamma rays (sodium iodide),
the sodium-iodide spectrum in coin-
cidence with all particles, the lithium-
drifted-germanium spectrum (at a dif-
ferent angle) in coincidence with all
particles, and the pulse-height spec-
trum of the time-amplitude converter
used as the particle-sodium-iodide co-
incidence circuit. Raw data are
logged on magnetic tape, in 1024 or
4096 channel resolution, for later re-
play. In addition the particle-sodium-
iodide accidental coincidences and
the particle-lithium-drifted germa-
nium true and accidental coincidences
are logged (without real-time process-
ing) for later analysis.

With the same program these vari-
ous events can be reanalyzed in any
desired resolution in the system’s Re-
rLaY mode by changing only the ana-
lyzer specifications and the EVENT
statement for the coincidence event
(to specify the desired one of the four
coincidence events), Effective time
resolution may be varied during re-
plays by setting conditions on the co-
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incidence interval for events to be pro-
cessed.

Figure 5 is an example of the type
of display in this experiment. This
particular picture is for Mg*® (a, py)
Al2%. At the upper right is the coin-
cidence spectrum, plotted as a contour
map, with particle energy to the right,
gamma energy plotted upward, and
counts represented by intensity. At
the lower right is the particle spectrum
in coincidence with all gamma rays,
and at the upper left is the gamma
spectrum in coincidence with all par-
ticles, The latter two are actually at
higher resolution than the contour dis-
play since they were obtained by sep-
arate pulse-height analysis statements
rather than by summing in the coinci-
dence spectrum. These two total-co-
incidence spectra, lined up with the
corresponding loci in the contour dis-
play, are of considerable assistance in
identifying the various groups. At the
lower left is the spectrum of the time-
amplitude converter. A keyboard
function allows display of any one-
dimensional spectra in this corner of
the screen without disturbing the rest
of the display.

Another keyboard routine enables
the examination of planes through the
two-dimensional spectrum and gener-
ates the gamma spectrum in coinci-
dence with any particle group—or the
particle spectrum in coincidence with
any gamma peak—with a light pen for
selecting regions of interest. These
spectra may be printed out or inte-
grated with a light pen. Thus one
can generate correlations for as many
gamma lines as desired while the ex-
periment is in progress.

With multiprogramming one can
carry simultaneous analysis of data
considerably further since the analysis
is totally independent of incoming-
data reduction,

The goniometer has been designed
for remote digital control, and all of
its degrees of freedom are under com-
puter control.

Another experiment, which studies
compound-nucleus formation in radia-
tive-capture reactions, uses a computer
to perform control and stabilization
functions as well as data acquisition
and analysis. Basically, gallium-phos-
phide light-emitting diodes, whose
output has been matched to the spec-
tral response of a 10 % 12-in. sodium-
iodide crystal, provide precisely cali-
brated light pulses for a photomulti-



QUADRANT DISPLAY for particle-gamma angular-correlation experiment.

of display can be manipulated independently.

plier while the experiment is in prog-
ress. The light-pulse spectrum is ac-
cumulated separately from gamma
data (by utilizing a separate event in-
put and event routine) and compared
with the initial spectrum by using
mathematical fitting procedures to de-
tect both gain shifts and broadening.
Utilizing the shift of reference peaks
the computer regulates feedback of a
correcting voltage to the photomulti-
plier. Reference-peak width is a mea-
sure of pileup in the counting system
and optimizes counting rate. Auto-
matic logging of accelerator and ex-
periment parameters are other com-
puter functions, Since more than
1000 four-minute runs are performed
during an experiment, the advantages
of computer-based information storage
and retrieval are quite significant,

Future developments

COmputer-based experimentation can
take several directions. The most ob-
vious replace or augment existing
pieces of laboratory apparatus. For
example, a time-amplitude converter
used as a fast-coincidence circuit en-
ables one to modify effectively the co-
incidence-resolving time when re-
analyzing data by setting conditions
on the coincidence interval for accept-

Portions

See text for identification. —FIG. 5

able events, Similarly a computer, in-
stead of analog circuitry, can directly
calculate particle-identification infor-
mation from measured parameters (E
and dE/dX or time of flight). Besides
saving cost ol equipment, a computer
allows more sophisticated functional
relationships than are practical with
hardware identifiers. For pulse-height
stabilization a computer determines
the presence of gain shifts, without
special hardware, and then applies
correction either by sending signals to
external hardware or by remapping
the spectrum according to the new
gain.
potential resolution losses associated
In either

Remapping the spectrum avoids

with variable-gain elements.
case, a computer need not follow a
linear correction procedure but can
perform its corrections according to
any previously determined response
function for the entire system.

One can also expect computer-based
experimentation to grow in the direc-
tion of new techniques providing
higher degrees of precision than would
otherwise be possible, For instance,
Cyril Broude and his coworkers at the
Chalk River Laboratories® use a posi-
tion-sensitive semiconductor detector
to determine not only the energy of
detected particles, but also their scat-

tering angle, With this information a
computer caleulates corrections on an
evenl-hy-event basis for energy varia-
tion with angle. Broude has found
that near 180 deg, where this variation
is substantial, he can achieve signifi-
cantly better energy resolution.

The digital computer also makes
feasible experiments that would not
otherwise be possible because of the
enormous amount of data to be sorted
An example of such an
experiment is one in which hodoscope

in real time,

arrays ol semiconductor or scintillation
Associative-
allow

counters are used.

memory techniques real-time

sorting of multiparameter data in
which the number of required chan-
greater than available
memory space but in which large re-

nels is far

gions of the multiparameter space con-
tain no counts. In this scheme mem-
ory space is occupied only by analyzer
channels containing nonzero informa-
tion. Each cell contains both a de-
scriptor (channel number) and its as-
Dynamic
storage allocation with the associative
memory algorithm enables one to use
storage for other purposes until it is

sociated number of counts.

needed to enlarge the analyzer, an
important consideration in a multiuser
environment,

These are only a few examples of
the ways in which one can use com-
puters to pmdu[_-(» a significant im-
provement in the quality of data and
in the information conveyed to the ex-
perimenter.
both programming and hardware be-
come more and more common, they

As new developments in

may indeed revolutionize the phvsics
done with them.
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