
The Development

of the Space-Time View

of Quantum Electrodynamics
In efforts to rid quantum electrodynamics of its infinities,

there were many false starts. But along the way the author
learned many ways of formulating the theory especially with

path integrals of actions. A new point of view developed, one
of examining an interaction over all space and time rather than

its detailed behavior as a function of time. The reformulation
succeeded eight years after its enthusiastic beginning.

We have a habit in writing ar-
ticles published in scientific
journals to make the work as

finished as possible, to cover up all
the tracks, to not worry about the
blind alleys or to describe how you
had the wrong idea first, and so on.
So there isn't any place to publish, in
a dignified manner, what you actually
did in order to get to do the work al-
though there has been in these days
some interest in this kind of thing.
Since winning the prize is a personal
thing, I thought I could be excused
in this particular situation if I were
to talk personally about my relation-
ship to quantum electrodynamics, rath-
er than to discuss the subject itself
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in a refined and finished fashion.
Furthermore, since there are three
people who have won the prize in
physics, if they are all going to be
talking about quantum electrodynam-
ics itself, one might become bored
with the subject. So what I would
like to tell you about today is the
sequence of events, really the sequence
of ideas, which occurred, and by
which I finally came out the other
end with an unsolved problem for
which I ultimately received a prize.

I realize that a truly scientific pa-
per would be of greater value, but
such a paper I could publish in regu-
lar journals. So I shall use this Nobel
Lecture as an opportunity to do some-
thing of less value, but which I can-
not do elsewhere. I ask your indul-
gence in another manner. I shall in-
clude details of anecdotes which are
of no value either scientifically nor
for understanding the development of
ideas. They are included only to
make the lecture more entertaining.

I worked on this problem about
eight years until the final publication
in 1947. The beginning of the thing
was at the Massachusetts Institute of
Technology when I was an under-
graduate student reading about the
known physics, learning slowly about

by Richard P. Feynman

all these things that people were
worrying about and realizing ulti-
mately that the fundamental problem
of the day was that the quantum
theory of electricity and magnetism
was not completely satisfactory. This
I gathered from books like those of
Heitler and Dirac. I was inspired by
the remarks in these books, not by
the parts in which everything was
proved and demonstrated carefully
and calculated because I couldn't un-
derstand those very well. At that young
age what I could understand were the
remarks about the fact that this
doesn't make any sense, and the last
sentence of the book of Dirac I can
still remember, "It seems that some
essentially new physical ideas are here
needed." So I had this as a challenge
and an inspiration. I also had a per-
sonal feeling that since they didn't
get a satisfactory answer to the prob-
lem I wanted to solve I don't have
to pay a lot of attention to what they
did do.

I did gather from my readings,
however, that two things were the
source of the difficulties with the quan-
tum-electrodynamical theories. The
first was an infinite energy of inter-
action of the electron with itself. And
this difficulty existed even in the clas-
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sical theory. The other difficulty
came from some infinities which had
to do with the infinite number of de-
grees of freedom in the field. As I
understood it at the time (as nearly
as I can remember) this was simply
the difficulty that if you quantized
the harmonic oscillators of the field
(say in a box) , each oscillator has
a ground state energy of "fito/2, and
there is an infinite number of modes
in a box of ever increasing frequency
to, and therefore there is an infinite
energy in the box. I now realize that
that wasn't a completely correct state-
ment of the central problem; it can
be removed simply by changing the
zero from which energy is measured.
At any rate, I believed that the dif-
ficulty arose somehow from a combi-
nation of the electron acting on it-
self and the infinite number of de-
grees of freedom of the field.

Well, it seemed to me quite evi-
dent that the idea that a particle acts
on itself, that the electrical force acts
on the same particle that generates
it, is not a necessary one—it is a sort
of a silly one, as a matter of fact.
And so I suggested to myself that elec-
trons cannot act on themselves; they
can only act on other electrons. That
means there is no field at all. You
see, if all charges contribute to mak-
ing a single common field, and if that
common field acts back on all the
charges, then each charge must act
back on itself. Well, that was where
the mistake was; there was no field.
It was just that when you shook one
charge, another would shake later.
There was a direct interaction be-
tween charges, albeit with a delay.
The law of force connecting the mo-
tion of one charge with another
would just involve a delay. Shake this
one; that one shakes later. The sun
atom shakes; my eye electron shakes
eight minutes later because of a di-
rect interaction across.

Now, this has the attractive feature
that it solves both problems at once.
First, I can say immediately: "I don't
let the electron act on itself, I just
let this act on that; hence, no self-
energy!" Secondly, there is not an in-
finite number of degrees of freedom
in the field. There is no field at all;
or if you insist on thinking in terms
of ideas like that of a field, this field

is always completely determined by
the action of the particles which pro-
duce it. You shake this particle; it
shakes that one; but if you want to
think in a field way, the field, if it's
there, would be entirely determined
by the matter which generates it, and
therefore the field does not have any
independent degrees of freedom and
the infinities from the degrees of free-
dom would then be removed. As a
matter of fact, when we look out
anywhere and see light, we can al-
ways "see" some matter as the source
of the light. We don't just see light
(except recently some radio reception

has been found with no apparent ma-
terial source) .

You see then that my general plan
was to first solve the classical prob-
lem, to get rid of the infinite self-
energies in the classical theory, and
to hope that when I made a quan-
tum theory of it, everything would
just be fine.

T hat was the beginning and the
idea seemed so obvious to me
and so elegant that I fell deep-

ly in love with it. And, like falling in
love with a woman, it is only possi-
ble if you do not know much about
her, so you cannot see her faults. The
faults will become apparent later, but
after the love is strong enough to
hold you to her. So, I was held to
this theory, in spite of all difficulties,
by my youthful enthusiasm.

Then I went to graduate school
and somewhere along the line I
learned what was wrong with the idea
that an electron does not act on it-
self. When you accelerate an electron
it radiates energy, and you have to
do extra work to account for that
energy. The extra force against which
this work is done is called the force
of radiation resistance. The origin of
this extra force was identified in those
days, following Lorentz, as the action
of the electron itself. The first term
of this action, of the electron on it-
self, gave a kind of inertia (not quite
relativistically satisfactory) . But that
inertia-like term was infinite for a
point charge. Yet the next term in the
sequence gave an energy loss rate,
which for a point charge agrees ex-
actly with the rate that you get by

calculating how much energy is radi-
ated. So the force of radiation resist-
ance, which is absolutely necessary for
the conservation of energy, would dis-
appear if I said that a charge could
not act on itself.

So I learned in the interim when
I went to graduate school the glar-
ingly obvious fault of my own theory.
But I was still in love with the orig-
inal theory and was still thinking that
with it lay the solution to the difficul-
ties of quantum electrodynamics. So
I continued to try on and off to save
it somehow. I must have some action
develop on a given electron when I
accelerate it to account for radiation
resistance. But, if I let electrons only
act on other electrons, the only pos-
sible source for this action is another
electron in the world. So, one day,
when I was working for Professor
Wheeler and could no longer solve the
problem that he had given me, I
thought about this again and I calcu-
lated the following; Suppose I have
two charges. I shake the first charge,
which I think of as a source, and this
makes the second one shake; but the
second one shaking produces an effect
back on the source. And so, I calcu-
lated how much that effect back on the
first charge was, hoping it might add
up to the force of radiation resistance.
It didn't come out right, of course,
but I went to Professor Wheeler and
told him my ideas. He said, "Yes, but
the answer you get for the problem
with the two charges that you just
mentioned will, unfortunately, depend
upon the charge and the mass of the
second charge and will vary inversely
as the square of the distance R be-
tween the charges, while the force of
radiation resistance depends on none
of these things." I thought, surely he
had computed it himself, but now
having become a professor, I know
that one can be wise enough to see
immediately what some graduate stu-
dent takes several weeks to develop.
He also pointed out something that
also bothered me, that if we had a
situation with many charges all around
the original source at roughly uni-
form density and if we added the
effect of all the surrounding charges,
the inverse R2 would be compensated
by the R2 in the volume element,
and we would get a result propor-
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tional to the thickness of the layer,
which would go to infinity. That is,
one would have an infinite total ef-
fect back at the source. And finally
he said to me, "And you forgot some-
thing else; when you accelerate the
first charge, the second acts later, and
then the reaction back here at the
source would be still later." In other
words, the action occurs at the wrong
time. I suddenly realized what a
stupid fellow I am; for what I had
described and calculated was just or-
dinary reflected light, not radiation
reaction.

But, as I was stupid, so was Pro-
fessor Wheeler that much more clever.
For he then went on to give a lecture
as though he had worked this all out
before and was completely prepared;
but he had not; he worked it out as
he went along. "First," he said, "let
us suppose that the return action by
the charges in the absorber reaches
the source by advanced waves as well
as by the ordinary retarded waves of
reflected light so that the law of inter-
action acts backward in time as well
as forward in time." I was enough
of a physicist at that time not to
say, "Oh no, how could that be?" For
today all physicists know from study-
ing Einstein and Bohr that sometimes
an idea which looks completely para-
doxical at first, if analyzed to com-
pletion in all detail and in experi-
mental situations, may, in fact, not
be paradoxical. So, it did not bother
me any more than it bothered Pro-
fessor Wheeler to use advanced waves
for the back reaction—a solution of
Maxwell's equations which previously
had not been physically used.

Professor Wheeler used advanced
waves to get the reaction back at the
right time and then he suggested
this: If there were lots of electrons
in the absorber, there would be an
index of refraction n, so the re-
tarded waves coming from the source
would have their wavelengths slightly
modified in going through the ab-
sorber. Now, if we shall assume that
the advanced waves come back from
the absorber without an index—why?
I don't know, let's assume they come
back without an index—then, there
will be a gradual shifting in phase
between the return and the original
signal so that we would only have

to figure that the contributions act
as if they come from only a finite thick-
ness, that of the first wave zone.
(More specifically, up to that depth
where the phase in the medium is
shifted appreciably from what it would
be in vacuum, a thickness proportion-
al to \f (n — 1) .) Now, the less the
number of electrons in here, the less
each contributes, but the thicker will
be the layer that effectively contri-
butes because with less electrons the
index differs less from 1. The higher
the charges of these electrons, the
more each contributes, but the thin-
ner the effective layer, because the in-
dex would be higher. And when we
estimated it (calculated without be-
ing careful to keep the correct numer-
ical factor) , sure enough, it came out
that the action back at the source was
completely independent of the prop-
erties of the charges that were in the
surrounding absorber. Further, it was

rounded by a spherical absorbing wall
ten light seconds away, and that the
test charge is one second to the right
of the source. Then the source is as
much as eleven seconds away from
some parts of the wall and only nine
seconds away from other parts. The
source acting at time t = 0 induces
motions in the wall at time + 10. Ad-
vanced effects from this can act on the
test charge as early as eleven seconds
earlier, or at t — — 1. This is just at
the time that the direct advanced
waves from the source should reach the
test charge, and it turns out the two
effects are exactly equal and opposite
and cancel out! At the later time + 1,
effects on the test charge from the
source and from the walls are again
equal, but this time are of the same
sign and add to convert the half re-
tarded wave of the source to full
retarded strength.

Thus it became clear that there

".. . the idea seemed so obvious to me and so
elegant that I fell deeply in love with it."

of just the right character to represent
radiation resistance, but we were un-
able to see if it was just exactly the
right size. He sent me home with or-
ders to figure out exactly how much
advanced and how much retarded wave
we need to get the thing to come
out numerically right, and after that,
figure out what happens to the ad-
vanced effects that you would expect
if you put a test charge here close to
the source. For if all charges gen-
erate advanced, as well as retarded
effects, why would that test not be
affected by the advanced waves from
the source?

I found that you get the right
answer if you use half advanced
and half retarded as the field gen-

erated by each charge (that is, one
is to use the solution of Max-
well's equations which is symmetrical
in time) and that the reason we got
no advanced effects at a point close to
the source in spite of the fact that
the source was producing an advanced
field is this: Suppose the source is sur-

was the possibility that if we assume
all actions are via half advanced and
half retarded solutions of Maxwell's
equations and assume that all sources
are surrounded by material absorbing
all the light which is emitted, then
we could account for radiation re-
sistance as a direct action of the
charges of the absorber acting back
by advanced waves on the source.

Many months were devoted to
checking all these points. I worked
to show that everything is indepen-
dent of the shape of the container,
and so on, that the laws are exactly
right, and that the advanced effects
really cancel in every case. We al-
ways tried to increase the efficiency
of our demonstrations and to see with
more and more clarity why it works.
I won't bore you by going through
the details of this. Because of our
using advanced waves, we also had
many apparent paradoxes, which we
gradually reduced one by one, and
saw that there was in fact no logical
difficulty with the theory. It was per-
fectly satisfactory.

We also found that we fould re-
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formulate this thing in another way,
and that is by a principle of least
action. Since my original plan was to
describe everything directly in terms
of particle motions, it was my desire
to represent this new theory without
saying anything about fields. It turned
out that we found a form for an
action directly involving the motions
of the charges only, which upon varia-
tion would give the equations of mo-
tion of these charges. The expression
for this action A is

dai + \

where

Iif = [AV (ad - AV(a;)] [Xj (a() - XJ (aj)]

where X/ (a.) is the four-vector posi-
tion of the ith particle as a function
of some parameter ai, X / (ai) is
dX-fi(cti)ldai> The first term is the
integral of proper time, the ordinary
action of relativistic mechanics of
free particle of mass *??,-. (We sum
in the usual way on the repeated
index ^.) The second term represents
the electrical interaction of the
charges. It is summed over each pair
of charges (the factor 1/2 is to count
each pair once, the term i = / is
omitted to avoid self-action) . The in-
teraction is a double integral over a
delta function of the square of space-
time interval /- between two points
on the paths. Thus interaction occurs
only when this interval vanishes, that
is, along light cones.

The fact that the interaction is ex-
actly one half advanced and half re-
tarded meant that we could write
such a principle of least action, where-
as interaction via retarded waves alone
cannot be written in such a way.

So, all of classical electrodynamics
was contained in this very simple
form. It looked good, and therefore
it was undoubtedly true, at least to
the beginner. It automatically gave
half-advanced and half-retarded effects
and it was without fields. By omit-
ting the term in the sum when
1 — ;. I omit self-interaction and no
longer have any infinite self-energy.
This then was the hoped-for solution

to the problem of ridding classical
electrodynamics of the infinities.

It turns out, of course, that you
can reinstate fields if you wish to,
but you have to keep track of the
field produced by each particle sepa-
rately. This is because to find the
right field to act on a given particle,
you must exclude the field that it
creates itself. A single universal field
to which all contribute will not do.
This idea had been suggested earlier
by Frenkel and so we called these
Frenkel fields. This theory which al-
lowed only particles to act on each
other was equivalent to Frenkel's
fields, using half-advanced and half-
retarded solutions.

f it /here were several suggestions for
II interesting modifications of elec-

trodynamics. We discussed lots of
them, but I shall report on only one.
It was to replace this delta function
in the interaction by another function,
say, f(Itj

2), which is not infinitely
sharp. Instead of having the action
occur only when the interval be-
tween the two charges is exactly zero,
we would replace the delta function
of /- by a narrow peaked thing. Let's
say that /(Z) is large only near
Z = 0, width of order a'2. Interactions
will now occur when T2 — R2 is of
order a2, roughly, where T is the
time difference and R is the separa-
tion of the charges. This might look
like it disagrees with experience, but
if a is some small distance, like
10 —13 cm, it says that the time delay
T in action is roughly (R- ± a

2) v'1

or approximately, if R is much
larger than a, T = R ± a2/2R. This
means that the deviation of time T
from the ideal theoretical time R of
Maxwell gets smaller and smaller, the
further the pieces are apart. There-
fore all theories involved in analyzing
generators, motors, etc., in fact, all of
the tests of electrodynamics that were
available in Maxwell's time, would
be adequately satisfied if a were
10 —1;* cm. If R is of the order of a cen-
timeter, this deviation in T is only
10~26 parts. So it was possible, also,
to change the theory in a simple man-
ner and to still agree with all obser-
vations of classical electrodynamics.
You have no clue of precisely what

function to put in for /, but it was
an interesting possibility to keep in
mind when developing quantum elec-
trodynamics.

It also occurred to us that if we did
that (replace g by f) we could not
reinstate the term i — j in the sum,
because this would now represent in
a relativistically-invariant fashion a
finite action of a charge on itself.
In fact it was possible to prove that
if we did do such a thing, the main
effect of the self-action (for not too
rapid accelerations) would be to pro-
duce a modification of the mass. In
fact there need be no mass mi term;
all the mechanical mass could be elec-
tromagnetic self-action. So, if you
would like, we could also have an-
other theory with a still simpler ex-
pression for the action A. In expres-
sion 1 only the second term is kept,
the sum extended over all i and /,
and some function / replaces §. Such
a simple form could represent all of
classical electrodynamics, which aside
from gravitation is essentially all of
classical physics.

Although it may sound confusing,
I am describing several different al-
ternative theories at once. The im-
portant thing to note is that at this
time we had all these in mind as
different possibilities. There were sev-
eral possible solutions of the difficulty
of classical electrodynamics, any one
of which might serve as a good start-
ing point to the solution of the diffi-
culties of quantum electrodynamics.

I would also like to emphasize that
by this time I was becoming used to
a physical point of view different
from the more customary point of
view. In the customary view, things
are discussed as a function of time
in very great detail. For example, you
have the field at this moment; a dif-
ferential equation gives you the field
at the next moment, and so on—a
method, which I shall call the Hamil-
tonian method, the time-differential
method. We have, instead (in equa-
tion 1 say) , a thing that describes the
character of a path throughout all of
space and time. The behavior of na-
ture is determined by saying her whole
spacetime path has a certain character.
For an action like 1, the equations ob-
tained by variation of X / (ai are no
longer at all easy to get back into
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Hamiltonian form. If you wish to use
as variables only the coordinates of
particles, then you can talk about the
property of the paths—but the path
of one particle at a given time is
affected by the path of another at a
different time. If you try to describe,
therefore, things differentially, tell-
ing what the present conditions of the
particles are, and how these present
conditions will affect the future, you
see it is impossible with particles
alone, because something the particle
did in the past is going to affect the
future.

Therefore, you need a lot of book-
keeping variables to keep track of
what the particle did in the past.
These are called field variables. You
will also have to tell what the field
is at this present moment, if you are
to be able to see later what is going
to happen. From the overall space-
time view of the least-action principle,
the field disappears as nothing but
bookkeeping variables insisted on by
the Hamiltonian method.

As a by-product of this same view,
I received a telephone call one day
at the graduate college at Princeton
from Professor Wheeler, in which he
said, "Feynman, I know why all elec-
trons have the same charge and the
same mass." "Why?" "Because, they
are all the same electron!" And then
he explained on the telephone,
"Suppose that the world lines which
we were ordinarily considering before
in time and space—instead of only
going up in time—were a tremendous
knot, and then, when we cut through
the knot, by the plane corresponding
to a fixed time, we would see many,
many world lines and that would rep-
resent many electrons, except for one
thing. If in one section this is an or-
dinary electron world line, in the sec-
tion in which it reversed itself and is
coming back from the future we have
the wrong sign to the proper t ime-
to the proper four-velocities—and
that's equivalent to changing the sign
of the charge, and, therefore, that
part of a path would act like a posi-
tron." "But, Professor," I said, "there
aren't as many positrons as electrons."
"Well, maybe they are hidden in the
protons or something," he said. I did
not take the idea that all the elec-
trons were the same one from him

as seriously as I took the observation
that positrons could simply be repre-
sented as electrons going from the
future to the past in a back section
of their world lines. That, I stole!

To summarize, when I was done
with this, as a physicist I had gained
two things. One, I knew many differ-
ent ways of formulating classical elec-
trodynamics, with many different
mathematical forms. I got to know
how to express the subject every
which way. Second, I had a point of
view—the overall space-time point of
view—and a disrespect for the Hamil-
tonian method of describing physics.

I would like to interrupt here to
make a remark. The fact that electro-
dynamics can be written in so many
ways—the differential equations of
Maxwell, various minimum principles
with fields, minimum principles with-
out fields, all different kinds of ways
—was something I knew, but I have
never understood. It always seems odd
to me that the fundamental laws of
physics, when discovered, can appear
in so many different forms that are
not apparently identical at first, but
with a little mathematical fiddling you

it fully in several different ways with-
out immediately knowing that you are
describing the same thing.

I was now convinced that since we
had solved the problem of classi-
cal electrodynamics (and complete-

ly in accordance with my program
from MIT, with only direct interaction
between particles, in a way that made
fields unnecessary) that everything
was definitely going to be all right.
I was convinced that all I had to do
was make a quantum theory analo-
gous to the classical one and every-
thing would be solved.

So, the problem is only to make
a quantum theory which has as its
classical analog this expression 1.
Now, there is no unique way to make
a quantum theory from classical me-
chanics, although all the textbooks
make believe there is. What they
would tell you to do was find the
momentum variables and replace them
by (ti-/i)(d/dx); but I couldn't find
a momentum variable, as there wasn't
any.

The character of quantum me-

". . . a very great deal more truth can become
known than can be proven."

can show the relationship. An exam-
ple of that is the Schrodinger equa-
tion and the Heisenberg formulation
of quantum mechanics. I don't know
why this is—it remains a mystery, but
it was something I learned from ex-
perience. There is always another
way to say the same thing that
doesn't look at all like the way you
said it before. I don't know what the
reason for this is. I think it is some-
how a representation of the simplicity
of nature. A thing like the inverse
square law is just right to be repre-
sented by the solution of Poisson's
equation, which, therefore, is a very
different way to say the same thing
that doesn't look at all like the way
you said it before. I don't know what
it means, that nature chooses these
curious forms, but maybe that is a
way of defining simplicity. Perhaps a
thing is simple if you can describe

chanics of the day was to write things
in the famous Hamiltonian way—in
the form of a differential equation,
which described how the wave func-
tion changes from instant to instant,
and in terms of an operator, H. If
the classical physics could be reduced
to a Hamiltonian form, everything
was all right. Now, least action does
not imply a Hamiltonian form if the
action is a function of anything more
than positions and velocities at the
same moment. If the action is of the
form of the integral of a function
(usually called the Lagrangian) of
the velocities and positions at the
same time

S=fL('Xix)dt (2)

then you can start with the Lagran-
gian and then create a Hamiltonian
and work out the quantum mechan-
ics, more or less uniquely. But this
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thing (1) involves the key variables,
positions, at two different times, and
therefore it was not obvious what to
do to make the quantum-mechanical
analog.

I tried—I would struggle in various
ways. One of them was this: if I had
harmonic oscillators interacting with
a delay in time, I could work out
what the normal modes were and
guess that the quantum theory of the
normal modes was the same as for
simple oscillators and kind of work
my way back in terms of the original
variables. I succeeded in doing that,
but I hoped then to generalize to
other than a harmonic oscillator; but
I learned to my regret something
which many people have learned. The
harmonic oscillator is too simple; very
often you can work out wrhat it should
do in quantum theory without get-
ting much of a clue as to how7 to
generalize your results to other sys-
tems.

So that didn't help me very much,
but when I was struggling with this
problem I went to a beer party in
the Nassau Tavern in Princeton.
There was a gentleman, newly ar-
rived from Europe (Herbert Jehle)
who came and sat next to me. Euro-
peans are much more serious than we
are in America because they think a
good place to discuss intellectual mat-
ters is a beer party. So he sat by me
and asked, "What are you doing" and
so on, and I said, "I'm drinking beer."
Then I realized that he wanted to
know what work I was doing and I
told him I was struggling with this
problem, and I simply turned to him
and said, "Listen, do you know any
way of doing quantum mechanics,
starting with action—where the action
integral comes into the quantum me-
chanics?" "No," he said, "but Dirac
has a paper in which the Lagrangian,
at least, comes into quantum mechan-
KS. I will show it to you tomorrow."

Next day we went to the Prince-
ton Library (they have little rooms
°n the side to discuss things) and he
showed me this paper. What Dirac
said was the following; There is in
quantum mechanics a very important
quantity which carries the wave func-
tlQn from one time to another, be-
sides the differential equation but
equivalent to it, a kind of a kernel,

which we might call K(x',x), which
carries die wave function ^ (x)
known at time t to the wave func-
tion ,̂(.v') at time t + e. Dirac points
out that this function A' was analo-
gous to the quantity in classical me-
chanics that you would calculate if
you took the exponential of /€ multi-
plied by the Lagrangian L(x,x), imag-
ining that these two positions x,x'
corresponded to t and t + e. In other
words,

K(x',x) is analogous to

Professor Jehle showed me this; I
read it; he explained it to me, and
I said, "What does he mean, they are
analogous; what does that mean, an-
alogous} What is the use of that?"
He said, "You Americans! You al-
ways want to find a use for every-
thing!" I said that I thought that
Dirac must mean that they were
equal. "No," he explained, "he
doesn't mean they are equal." "Well,"
I said, "let's see what happens if we
make them equal."

So, I simply put them equal, taking
the simplest example where the La-
grangian is Alx2/2—V(x), but soon
found I had to put a constant of
proportionality A in, suitably adjust-
ed. When I substituted AeieL for K
to get

t(x,t) dx (3)

and just calculated things out by Tay-
lor-series expansion, out came the
Schrodinger equation. So I turned to
Professor Jehle, not really understand-
ing, and said, "Well, you see Professor
Dirac meant that they were propor-
tional." Professor Jehle's eyes were
bugging out—he had taken out a little
notebook and was rapidly copying it
down from the blackboard and said,
"No, no, this is an important dis-
covery. You Americans are always try-
ing to find out how something can be
used. That's a good way to discover
things!" So, I thought I was finding
out what Dirac meant but, as a mat-
ter of fact, had made the discovery

that what Dirac thought was analogous
was, in fact, equal. I had then, at least,
the connection between the Lagran-
gian and quantum mechanics, but still
with wave functions and infinitesimal
times.

It must have been a day or so later
when I was lying in bed thinking
about these things, that I

imagined what would happen if I
wanted to calculate the wave func-
tion at a finite time interval later.

I would put one of these factors
eieL in here, and that would give me
the wave functions the next moment,
t -f €, and then I could substitute
that back into equation 3 to get an-
other factor of eieL and give me the
wave function the next moment, t -f-
2e, and so on and so on. In that way
I found myself thinking of a large
number of integrals, one after the oth-
er in sequence. In the integrand was
the product of the exponentials, which,
of course, was the exponential of the
sum of terms like CL. Now L is the
Lagrangian and e is like the time in-
terval dt, so that if you took a sum
of such terms, that's exactly like an
integral. That's like Riemann's formu-
la for the integral fLdt; you just
take the value at each point and add
them together. We are to take the
limit as e ^ 0 , of course. Therefore,
the connection between the wave func-
tion of one instant and the wave
function of another instant a finite
time later could be obtained by an
infinite number of integrals (because
e goes to zero, of course) of expo-
nential (iS/Ti), w7here 5 is the action
expression (2) . At last, I had succeed-
ed in representing quantum mechanics
directly in terms of the action .S.

This led later on to the idea of the
amplitude for a path; that for each
possible way that the particle can go
from one point to another in space-
time, there's an amplitude. That am-
plitude is e to the ijh times the
action for the path. Amplitudes from
various paths superpose by addition.
This then is another, a third way,
of describing quantum mechanics,
which looks quite different than that
of Schrodinger or Heisenberg, but
which is equivalent to them.

Now immediately after making a few
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checks on this thing, what I wanted
to do, of course, was to substitute the
action (1) for the other (2). The
first trouble was that I could not get
the thing to work with the relativistic
case of spin one-half. However, al-
though I could deal with the matter
only nonrelativistically, I could deal
with the light or the photon inter-
actions perfectly well by just putting
the interaction terms of 1 into any
action, replacing the mass terms by
the nonrelativistic (Mx2/2)dt. When
the action has a delay, as it now
had, and involved more than one time,
I had to lose the idea of a wave
function. That is, I could no longer
describe the program as: given the
amplitude for all positions at a cer-
tain time, to compute the amplitude
at another time. However, that didn't
cause very much trouble. It just
meant developing a new idea. Instead
of wave functions we could talk about
this: that if a source of a certain kind
emits a particle and a detector is there
to receive it, we can give the ampli-
tude that the source will emit and
the detector receive. We do this with-
out specifying the exact instant that
the source emits or the exact instant
that any detector receives, without try-
ing to specify the state of anything
at any particular time in between, but
by just finding the amplitude for the
complete experiment. And then we
could discuss how that amplitude
would change if you had a scattering
sample in between as you rotated and
changed angles, and so on, without
really having any wave functions.

It was also possible to discover what
the old concepts of energy and mo-
mentum would mean with this gen-
eralized action. And so I believed that
I had a quantum theory of classical
electrodynamics—or rather of this new
classical electrodynamics described by
action (1) . I made a number of
checks. If I took the Frenkel field
point of view, which you remember
was more differential, I could convert
it directly to quantum mechanics in a
more conventional way. The only
problem was how to specify in quan-
tum mechanics the classical boundary
conditions to use only half-advanced
and half-retarded solutions. By some
ingenuity in defining what that meant,
I found that the quantum mechanics

with Frenkel fields, plus a special
boundary condition, gave me back this
action (1) in the new form of quan-
tum mechanics with a delay. So,
various things indicated that there
wasn't any doubt I had everything
straightened out.

It was also easy to guess how to
modify the electrodynamics if any-
body ever wanted to modify it. I just
changed the delta to an /, just as I
would for the classical case. So, it was
very easy, a simple thing. To describe
the old retarded theory without ex-
plicit mention of fields I would have
to write probabilities, not just ampli-
tudes. I would have to square my
amplitudes, and that would involve
double path integrals in which there
are two S's, and so forth. Yet, as I
worked out many of these things and
studied different forms and different
boundary conditions, I got a kind of
funny feeling that things weren't ex-
actly right. I could not clearly identify

unique and different way—and not just
by copying the operators of Dirac into
some kind of an expression and using
some kind of Dirac algebra instead of
ordinary complex numbers. I was very
much encouraged by the fact that in
one space dimension I did find a way
of giving an amplitude to every path,
by limiting myself to paths which only
went back and forth at the speed of
light. The amplitude was simple: i€

to a power equal to the number of
velocity reversals, where I have divid-
ed the time into steps € and I am
allowed to reverse velocity only at
such a time. This gives (as e ap-
proaches zero) Dirac's equation in two
dimensions—one dimension of space
and one of time (h — M — c — 1).

Dirac's wave function has four com-
ponents in four dimensions, but in
this case it has only two components,
and this rule for the amplitude of a
path automatically generates the need
for two components. Because if this

"... / had to learn how to make a calculation.'

the difficulty and in one of the short
periods during which I imagined I
had laid it to rest, I published a thesis
and received my PhD.

on

)^ uring the war, I didn't have time
to work on these things very

"~ extensively, but wandered about
buses and so forth, with little

pieces of paper, and struggled to work
on it and discovered indeed that there
was something wrong, something ter-
ribly wrong. I found that if one gen-
eralized the action from the nice La-
grangian forms (2) to these forms (1)
then the quantities which I defined
as energy, and so on, would be com-
plex. The energy values of stationary
states wouldn't be real and probabili-
ties of events wouldn't add up to
100%. That is, if you took the prob-
ability that this would happen and
that would happen—everything you
could think of would happen, it would
not add up to one.

Another problem on which I strug-
gled very hard was to represent rela-
tivistic electrons with this new quan-
tum mechanics. I wanted to do it a

is the formula for the amplitudes of
path, it will not do you any good to
know the total amplitude of all paths
which come into a given point to find
the amplitude to reach the next point.
This is because for the next time, if
it came in from the right, there is no
new factor ie if it goes out to the ,
right, whereas, if it came in from the
left there was a new factor u- So, to
continue this same information for-
ward to the next moment, it was not
sufficient information to know the to-
tal amplitude to arrive, but you had to
know the amplitude to arrive from the
right and the amplitude to arrive from
the left, independently. If you did,
however, you could then compute both *
of those again independently and thus
you had to carry two amplitudes to
form a differential equation (first or-
der in time) .

And so I dreamed that if I were ^
clever, I would find a formula for the
amplitude of a path that was beauti-
ful and simple for three dimensions
of space and one of time, which would
be equivalent to die Dirac equation,
and for which the four components,
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system capable of recovering reproduci-
ble data over a wide range of nuclear
particle experiments. Typical of these
are multi-particle breakup studies to
determine whether breakup proceeds se-
quentially or simultaneously. Others in-
clude particle identification coupled
with general angular correlation and si-
multaneous energy and momentum deter-
minations. Here are four reasons why
this system is eminently suited to any
application requiring fast coincidence/
anti-coincidence logic:

over timing may be preferred. With slow
rise detectors such as Nal, leading edge
timing may be advantageous. The system
may be further optimized by means of its
time pick-off sensitivity control. This
unique Hamner feature permits control of
triggering sensitivity to suit the character-
istic pulse shape of the detector.
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Minimum coincidence resolving
time of one nanosecond
Using a pulse generator and a switchable
delay as input, the Hamner system yields
a reproducible cable curve with a one
nanosecond flat top and 4 nanosecond
2 tau. Under experimental conditions
therefore, the rate of chance or false
coincidence counts is limited only by
the resolution of the detector.

Multiple coincidence measurements
without degradation of time accuracy
Accurate multiple coincidence measure-
ments are obtained with the Hamner sys-
tem by means of an exclusive fast ramp
principle which operates independently
of pulse width. It uses an input pulse to
trigger a highly linear ramp voltage. The
ramp is called back (discharged to zero)
by the leading edge of a second pulse.
Ramp height is therefore proportional to
the time between the leading edges of
the two pulses. In other systems, where
the ramp is called back by the trailing
edge of the first pulse, all pulses enter-
ing the circuit must be absolutely clean
and identical in width. In the Hamner
system, width is not critical since only
the leading edges are considered.

1
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Optimization of coincidence
system with detector
The double delay line clipped pulses
Produced in the Hamner system may be
timed from either their leading edges
or their zero crossover points. This per-
[™ts optimization of system operation Anti-coincidence gate opens
based on the characteristics of the de- symmetrically about zero point
tector. For example, with plastic scintil- The blanking gate for the anti-coinci-
•ators or other fast-rise detectors, cross- dence input of the Hamner system opens

in time symmetrically spanning the co-
incidence pulse. Other systems either do
not provide anti-coincidence or, if they
do, provide a blanking time which follows
the anti-coincidence input rather than
including it. The symmetry of the Hamner
blanking gate makes possible anti-co-
incidence gate widths as small as 10
nanoseconds.

All components of the Hamner Fast Coin-
cidence System conform to the new
A.E.C. National Laboratory Standards
(TID-20893).

For more information, contact your near-
est Hamner field engineering office or
use the coupon below.
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matrices and all those other mathe-
matical funny things would come out
as a simple consequence—I have never
succeeded in that either. But I did
want to mention some of the unsuc-
cessful things on which I spent al-
most as much effort as on the things
that did work.

To summarize the situation a few
years after the way, I would say I
had much experience with quantum
electrodynamics, at least in the knowl-
edge of many different ways of for-
mulating it, in terms of path integrals
of actions and in other forms. One
of the important by-products, for ex-
ample, of much experience in these
simple forms, was that it was easy to
see how to combine together what
were in those days called the longitudi-
nal and transverse fields, and in gen-
eral, to see clearly the relativistic in-
variance of the theory. Because of the
need to do things differentially there
had been, in the standard quantum
electrodynamics, a complete split of the
field into two parts, one which is called
the longitudinal part and the other
mediated by the photons, or transverse-
waves. The longitudinal part was de-
scribed by a Coulomb potential act-
ing instantaneously in the Schrodinger
equation, while the transverse part had
entirely different description in terms
of quantization of the transverse waves.
This separation depended upon the
relativistic tilt of your axes in space-
time. People moving at different ve-
locities would separate the same field
into longitudinal and transverse fields
in a different way. Furthermore, the
entire formulation of quantum me-
chanics, insisting, as it did, on the
wave function at a given time, was
hard to analyze relativistically. Some-
body else in a different coordinate
system would calculate the succession
of events in terms of wave functions
on differently cut slices of space-time,
and with a different separation of
longitudinal and transverse parts. The
Hamiltonian theory did not look rela-
tivistically invariant, although, of
course, it was. One of the great ad-
vantages of the overall point of view
was that you could see the relativistic
invariance right away—or as Schwinger
would say—the covariance was mani-
fest. I had the advantage, therefore, of
having a manifestly covariant form

for quantum electrodynamics, with
suggestions for modifications, and so
on. I had the disadvantage that if I
took it too seriously—I mean, if I took
it seriously at all in this form—I got
into trouble with these complex ener-
gies, and the failure of adding prob-
abilities to one, and so on. I was un-
successfully struggling with that.

Then Lamb did his experiment,
measuring the separation of the
2S1/2 and 2P1/2 levels of hydro-

gen, finding it to be about 1000 mega-
cycles of frequency difference. Profes-
sor Bethe, with whom I was then as-
sociated at Cornell, is a man who has
this characteristic: If there's a good ex-
perimental number you've got to figure
it out from theory. So he forced the
quantum electrodynamics of the day
to give him an answer to the separa-
tion of these two levels. He pointed
out that the self-energy of an electron
itself is infinite, so that the calculated
energy of a bound electron should
also come out infinite. But, when you
calculated the separation of the two
energy levels in terms of the corrected
mass instead of the old mass, it would
turn out, he thought, that the theory
would give convergent finite answers.
He made an estimate of the splitting
that way and found out that it was still
divergent, but he guessed that was
probably due to the fact that he used
an unrelativistic theory of the matter.
Assuming it would be convergent if
relativistically treated, he estimated he
would get about a thousand mega-
cycles for the Lamb shift, and thus
made the most important discovery in
the history of the theory of quantum
electrodynamics. He worked this out
on the train from Ithaca, New York,
to Schenectady and telephoned me ex-
citedly from Schenectady to tell me
the result, which I don't remember
fully appreciating at the time.

Returning to Cornell, he gave a
lecture on the subject, which I attend-
ed. He explained that it gets very
confusing to figure out exactly which
infinite term corresponds to what in
trying to make the correction for the
infinite change in mass. If there were
any modifications whatever, he said,
even though not physically correct
(that is not necessarily the way nature

actually works), but any modification
whatever at high frequencies which
would make this correction finite, then
there would be no problem at all to
figuring out how to keep track of
everything. You just calculate the finite
mass correction Am to the electron
mass m0, substitute the numerical val-
ues of m0 + &m for m in the results
for any other problem, and all these
ambiguities would be resolved. If, in
addition, this method were relativisti-
cally invariant, then we would be ab-
solutely sure how to do it without de-
stroying relativistic invariance.

After the lecture, I went up to him
and told him, "I can do that for you;
I'll bring it in for you tomorrow."
I guess I knew every way to modify
quantum electrodynamics known to
man at the time. So I went in next
day and explained what would corres-
pond to the modification of the delta
function to /, and asked him to ex-
plain to me how you calculate the self-
energy of an electron, for instance, so
we can figure out if it's finite.

I want you to see an interesting
point. I did not take the advice of
Professor Jehle to find out how it was
useful. I never used all that machinery
which I had cooked up to solve a sin-
gle relativistic problem. I hadn't even
calculated the self-energy of an elec-
tron up to that moment and was study-
ing the difficulties with the conserva-
tion of probability, and so on, without
actually doing anything, except dis-
cussing the general properties of the
theory.

But now I went to Professor Bethe,
who explained to me on the black-
board, as we worked together, how to
calculate the self-energy of an electron.
Up to that time, when you did the
integrals they had been logarithmically
divergent. I told him how to make
the relativistically-invariant modifica-
tions that I thought would make every-
thing all right. We set up the integral,
which then diverged at the sixth power
of the frequency instead of logarith-
mically!

So, I went back to my room and
worried about this thing and went
around in circles trying to figure out
what was wrong because I was sure
physically everything had to come out
finite; I couldn't understand how it
came out infinite. I became more and
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more interested and finally realized I
had to learn how to make a calcula-
tion. So, ultimately, I taught myself
how to calculate the self-energy of an
electron, working my patient way
through the terrible confusion of those
days of negative-energy states and
holes and longitudinal contributions,
and so on. When I finally found out
how to do it and did it with the
modifications I wanted to suggest, it
turned out that it was nicely conver-
gent and finite, just as I had expected.
Professor Bethe and I have never been
able to discover what we did wrong
on that blackboard two months be-
fore, but apparently we just went off
somewhere and we have never been
able to figure out where. It turned out
that what I had proposed, if we had
carried it out without making a mis-
take, would have been all right and
would have given a finite correction.
Anyway, it forced me to go back over
all this and to convince myself physi-
cally that nothing can go wrong. At
any rate, the correction to mass was
now finite, proportional to log (?na/h),
where a is the width of that function
/ which was substituted for §. If you
wanted an unmodified electrodynamics,
you would have to take a equal to
zero, getting an infinite mass correc-
tion. But that wasn't the point. Keep-
ing a finite, I simply followed the pro-
gram outlined by Professor Bethe and
showed how to calculate all the vari-
ous things, the scatterings of electrons
from atoms without radiation, the
shifts of levels, and so forth, calculat-
ing everything in terms of the experi-
mental mass, and noting that the re-
sults, as Bethe suggested, were not
sensitive to a in this form and even
had a definite limit as a —» 0.

The rest of my work was simply to
improve the techniques then available
for calculations, making diagrams to
help analyze perturbation theory
quicker. Most of this was first worked
out by guessing—you see, I didn't
have the relativistic theory of matter.
For example, it seemed to me obvious
that the velocities in nonrelativistic
formulas have to be replaced by Dirac's
matrix a, or in the more relativistic
forms by the operators yM. I just took
my guesses from the forms that I had
worked out using path integrals for
nonrelativistic matter, but relativistic

light. It was easy to develop rules
of what to substitute to get the rela-
tivistic case. I was very surprised to
discover that it was not known at that
time, that every one of the formulas
that had been worked out so patient-
ly by separating longitudinal and
transverse waves could be obtained
from the formula for the transverse
waves alone, if instead of summing
over only the two perpendicular polari-
zation directions you would sum over
all four possible directions of polari-
zation. It was so obvious from the ac-
tion (1) that I thought it was general
knowledge and would do it all the
time. I would get into arguments
with people because I didn't realize
they didn't know that; but, it turned
out that all their patient work with
the longitudinal waves was always
equivalent to just extending the sum
on the two transverse directions of
polarization over all four directions.
This was one of the amusing advan-
tages of the method. In addition, I in-
cluded diagrams for the various terms
of the perturbation series, improved
notations to be used, worked out easy
ways to evaluate integrals which oc-
curred in these problems, and so on,
and made a kind of handbook on
how to do quantum electrodynamics.

But one step of importance that
was physically new was involved with
the negative energy sea of Dirac, which
caused me so much logical difficulty. I
got so confused that I remembered
Wheeler's old idea about the positron
being, maybe, the electron going back-
ward in time. Therefore, in the time-
dependent perturbation theory that
was usual for getting self-energy, I
simply supposed that for a while we
could go backward in time, and
looked at what terms I got by run-
ning the time variables backward.
They were the same as the terms that
other people got when they did the
problem a more complicated way, us-
ing holes in the sea, except, possibly,
for some signs. These, I at first deter-
mined empirically by inventing and
trying some rules.

I have tried to explain that all the
improvements of relativistic theory
were at first more or less straightfor-
ward, semiempirical shenanigans. Each
time I would discover something, how-
ever, I would go back and I would

check it so many ways, compare it to
every problem that had been done
previously in electrodynamics (and lat-
er, in weak-coupling meson theory) to
see if it would always agree, and so
on, until I was absolutely convinced
of the truth of the various rules and
regulations which I concocted to sim-
plify all the work.

)^ uring this time, people had been
developing meson theory, a

~ subject I had not studied in any
detail. I became interested in the pos-
sible application of my methods to
perturbation calculations in meson
theory. But, what was meson theory?
All I knew was that meson theory
was something analogous to electro-
dynamics, except that particles corre-
sponding to the photon had a mass.
It was easy to guess that the 8 func-
tion in equation 1, which was a solu-
tion of d'Alembertian equals zero, was
to be changed to the corresponding so-
lution of d'Alembertian equals m2.
Next, there were different kinds of
mesons—the ones in closest analogy
to photons, coupled via yMŷ , are
called vector mesons; there were also
scalar mesons. Well, maybe that cor-
responds to putting unity in place of
the yM, perhaps what they called
"pseudovector coupling," and I would
guess what that probably was. I didn't
have the knowledge to understand the
way these were defined in the con-
ventional papers because they were ex-
pressed at that time in terms of crea-
tion and annihilation operators, and
so on, which I had not successfully
learned. I remember that when some-
one had started to teach me about
creation and annihilation operators,
that this operator creates an electron,
I said, "How do you create an elec-
tron? It disagrees with the conserva-
tion of charge," and in that way I
blocked my mind from learning a very
practical scheme of calculation. There-
fore I had to find as many opportuni-
ties as possible to test whether I guessed
right as to what the various theories
were.

One day a dispute arose at a Physi-
cal Society meeting as to the correct-
ness of a calculation by Slotnick of
the interaction of an electron with a
neutron, using pseudoscalar theory
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with pseudovector coupling, and also
pseudoscalar dieory with pseudoscalar
coupling. He had found that die an-
swers were not the same; in fact by one
theory, the result was divergent al-
though convergent with the other.
Some people believed that the two
theories must give the same answer
for the problem. This was a welcome
opportunity to test my guesses as to
whether I really did understand what
these two couplings were. So, I went
home, and during the evening I
worked out the electron-neutron scat-
tering for the pseudoscalar and pseu-
dovector coupling, saw they were not
equal and subtracted them, and worked
out the difference in detail. The next
clay at the meeting, I saw Slotnick and
said, "Slotnick, I worked it out last
night; I wanted to see if I got the
same answers you do. I got a different
answer for each coupling—but, I would
like to check in detail w7ith you be-
cause I want to make sure of my meth-
ods." And he said, "What do you mean
you worked it out last night, it took
me six months!" And, when we com-
pared the answers he looked at mine,
and he asked, "What is that Q in
there, that variable Q?" (I had ex-
pressions like ( tan- 1 Q)/Q etc.). I
said, "That's the momentum trans-
ferred by the electron, the electron
deflected by different angles." "Oh,"
he said, "no, I only have the limiting
value as Q approaches zero, the for-
ward scattering." Well, it was easy
enough to just substitute Q equals
zero in my form and I then got the
same answers as he did. But, it took
him six months to do the case of zero
momentum transfer, whereas during
one evening I had done the finite and
arbitrary momentum transfer. That
was a thrilling moment for me, like
receiving the Nobel Prize, because that
convinced me, at last, I did have some
kind of method and technique and
understood how to do something that
other people did not know how to do.
That was my moment of triumph in
which I realized I really had succeeded
in working out something worthwhile.

At this stage, I was urged to pub-
lish this because everybody said it
looks like an easy way to make calcula-
tions and wanted to know how to do
Jt- I had to publish it missing two
things; one was proof of every state-

ment in a mathematically conven-
tional sense. Often, even in a physi-
cist's sense, I did not have a demon-
stration of how to get all of these
rules and equations from conventional
electrodynamics. But I did know from
experience, from fooling around, that
everything was, in fact, equivalent to
the regular electrodynamics and had
partial proofs of many pieces, al-
though I never really sat down, as
Euclid did for the geometers of Greece,
and made sure that you could get it
all from a single simple set of axioms.
As a result, the work was criticized,
I don't know whether favorably or
unfavorably, and the "method" was
called the "intuitive method." For
those who do not realize it, however,
I should like to emphasize that there
is a lot of work involved in using this
"intuitive method" successfully. Be-
cause no simple clear proof of the
formula or idea presents itself, it is
necessary to do an unusually great
amount of checking and rechecking for

"unitary," diat is, for which the sum
of the probabilities of all alternatives
was not unity. The deviation from
unity was very small, in practice, if a
was very small. In the limit that I
took a very tiny, it might not make
any difference. And so the process of
the renormalization could be made;
you could calculate everything in terms
of the experimental mass and then
take the limit, and the apparent dif-
ficulty that the unitarity is violated
temporarily seems to disappear. I was
unable to demonstrate that, as a mat-
ter of fact, it does.

It is lucky that I did not wait to
straighten out that point, for as far as
I know, nobody has yet been able to
resolve this question. Experience with
meson theories with stronger couplings
and with strongly coupled vector pho-
tons, although not proving anything,
convinces me that if the coupling were
stronger, or if you went to a higher
order (137th order of perturbation
theory for electrodynamics), this dif-

". . . possibly nobody has yet thought of the
crazy possibility you are looking at now."

consistency and correctness in terms
of what is known, by comparing to
other analogous examples, limiting
cases, etc. In the face of the lack of
direct mathematical demonstration, one
must be careful and thorough to make
sure of the point, and one should make
a perpetual attempt to demonstrate
as much of the formula as possible.
Nevertheless, a very great deal more
truth can become known than can be
proven.

It must be clearly understood that
in all this work, I was representing
the conventional electrodynamics with
retarded interaction, and not my half-
advanced and half-retarded theory cor-
responding to equation 1. I merely
use equation 1 to guess at forms. And
one of the forms I guessed at cor-
responded to changing 8 to a function
/ of width a2, so that I could calculate
finite results for all of the problems.
This brings me to the second thing
that was missing when I published the
paper, an unresolved difficulty. With
8 replaced by / the calculations
would give results which were not

ficulty would remain in the limit and
there would be real trouble. That is,
I believe there is really no satisfactory
quantum electrodynamics, but I'm not
sure. And I believe that one of the
reasons for the slowness of present day
progress in understanding the strong
interactions is that there isn't any
relativistic theoretical model from
which you can really calculate every-
thing. Although it is usually said that
the difficulty lies in the fact that
strong interactions are too hard to cal-
culate, I believe it is really because
strong interactions in field theory have
no solution, have no sense—they're
either infinite, or, if you try to modify
them, the modification destroys the
unitarity. I don't think we have a
completely satisfactory relativistic
quantum-mechanical model, even one
that doesn't agree with nature but, at
least, agrees with the logic that the
sum of probability of all alternatives
has to be 100%. Therefore, I think
that the renormalization theory
is simply a way to sweep the difficulties
of the divergences of electrodynamics
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under the rug. I am, of course, not
sure of that.

This completes the story of the de-
velopment of the space-time
view of quantum electrodynam-

ics. I wonder if anything can be
learned from it. I doubt it. It is most
striking that most of the ideas de-
veloped in the course of this research
were not ultimately used in the final
result. For example, the half-advanced
and half-retarded potential was not
finally used, the action expression 1
was not used, the idea that charges do
not act on themselves was abandoned.
The path-integral formulation of
quantum mechanics was useful for
guessing at final expressions and at
formulating the general theory of
electrodynamics in new ways—al-
though strictly it was not absolutely
necessary. The same goes for the idea
of the positron being a backward-mov-
ing electron; it was very convenient,
but not strictly necessary for the
theory because it is exactly equivalent
to the negative-energy-sea point of
view.

We are struck by the very large
number of different physical view-
points and widely different mathemati-
cal formulations that are all equivalent
to one another. The method used
here, of reasoning in physical terms,
therefore appears to be extremely in-
efficient. On looking back over the
work, I can only feel a kind of regret
for the enormous amount of physical
reasoning and mathematical reex-
pression which ends by merely reex-
pressing what was previously known,
although in a form which is much more
efficient for the calculation of specific
problems. Would it not have been
much easier to simply work entirely
in the mathematical framework to
elaborate a more efficient expression?
This would certainly seem to be the
case, but it must be remarked that al-
though the problem actually solved
was only such a reformulation, the
problem originally tackled was the
(possibly still unsolved) problem of

avoidance of the infinities of the usual
theory. Therefore a new theory was
sought, not just a modification of the
old. Although the quest was unsuccess-
ful, we should look at the question of

the value of physical ideas in develop-
ing a new theory.

Many different physical ideas can de-
scribe the same physical reality. Thus,
classical electrodynamics can be de-
scribed by a field view, or an action-
at-a-distance view, etc. Originally Max-
well filled space with idler wheels, and
Faraday with field lines, but some-
how the Maxwell equations themselves
are pristine and independent of the
elaboration of words attempting a
physical description. The only true
physical description is that describing
the experimental meaning of the quan-
tities in the equation—or better, the
way the equations are to be used in
describing experimental observations.
This being the case perhaps the best
way to proceed is to try to guess equa-
tions, and disregard physical models
or descriptions. For example, McCul-
lough guessed the correct equations
for light propagation in a crystal long
before his colleagues using elastic
models could make head or tail of the
phenomena, or, again, Dirac obtained
his equation for the description of the
electron by an almost purely mathe-
matical proposition. A simple physical
view by which all the contents of this
equation can be seen is still lacking.

Therefore, I think equation guessing
might be the best method for proceed-
ing to obtain the laws for the part of
physics which is presently unknown.
Yet, when I was much younger, I tried
this equation guessing and I have seen
many students try this, but it is very
easy to go off in wildly incorrect and
impossible directions. I think the prob-
lem is not to find the best or most ef-
ficient method for proceeding to a dis-
covery, but to find any method at
all. Physical reasoning does help some
people to generate suggestions as to
how the unknown may be related to
the known. Theories of the known
which are described by different physi-
cal ideas may be equivalent in all
their predictions, and are hence scien-
tifically indistinguishable. However,
they are not psychologically identical
when trying to move from that base
into the unknown. For different views
suggest different kinds of modifications
which might be made, and hence are
not equivalent in the hypotheses one
generates from them in one's attempt
to understand what is not yet under-

stood. I, therefore, think that a good
theoretical physicist today might find
it useful to have a wide range of physi-
cal viewpoints and mathematical ex-
pressions of the same theory (for ex-
ample, of quantum electrodynamics)
available to him. This may be asking
too much of one man. Then new stu-
dents should, as a class, have this. If
every individual student follows the
same current fashion in expressing and
thinking about electrodynamics or field
theory, then the variety of hypotheses
being generated to understand strong .
interactions, say, is limited. Perhaps
rightly so, for possibly the chance is
high that the truth lies in the
fashionable direction. But, on the off
chance that it is in another direction
—a direction obvious from an unfash-
ionable view of field theory—who will
find it? Only someone who has sacri-
ficed himself by teaching himself quan-
tum electrodynamics from a peculiar
and unusual point of view, one that
he may have to invent for himself.
I say "sacrificed himself" because he
most likely will get nothing from it,
because the truth may lie in another
direction, perhaps even the fashion-
able one.

But, if my own experience is any
guide, the sacrifice is really not great
because if the peculiar viewpoint tak-
en is truly experimentally equivalent
to the usual in the realm of the
known, there is always a range of ap-
plications and problems in this realm
for which the special viewpoint gives
one a special power and clarity of
thought, which is valuable in itself.
Furthermore, in the search for new
laws, you always have the psychologi-
cal excitement of feeling that pos-
sibly nobody has yet thought of the
crazy possibility you are looking at
right now.

So what happened to the old theory
that I fell in love with as a youth?
Well, I would say it's become an old
lady who has very little attractive left
in her, and the young today will not
have their hearts pound when they
look at her anymore. But, we can say
the best we can for any old woman,
that she has been a very good mother
and has given birth to some very
good children. And I thank the Swed-
ish Academy of Sciences for compli-
menting one of them. Thank you. •

44 AUGUST 1966 PHYSICS TODAY


