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�  ±100 VDC range
�  True 6-digit resolution
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When you need a quiet, stable, high-resolution 
bias voltage, the DC205 is the right tool. Its 
bipolar, four-quadrant output delivers up to 
100 volts with microvolt resolution and up to 
50 mA of current. In 4-wire mode (remote 
sense), the instrument corrects for lead resistance 
delivering accurate potential to your load. The 
DC205’s output stability is a remarkable ±1 ppm 
over 24 hours. With its linear power supply, there 
is no need to worry about high-frequency noise.

The DC205 can generate triggerable scans when 
voltage ramping is required. It is also fully 
programmable over RS-232 and USB, and there’s 
a fiber optic interface for use with the SX199 
Optical Interface Controller.
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• Creative work in the arts and humanities that derives from a deep 
knowledge of and love for physics

• The interpretation of physics to the public through such means as 
mass media presentations or public lectures
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of physics or other cultural aspects of physics

• Clear communication of physics to students who are learning 
physics as part of their general education

• efforts to increase diversity and equality
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6	 From the editor
7	 Issues & events

2025 is the International Year of Quantum Science and Technology

11	 Stories from the early days of quantum mechanics 
Isidor Isaac Rabi (transcribed and edited by R. Fraser Code) � August 2006

A colloquium delivered to the University of Toronto physics department on 5 April 1979 by the 
master of molecular beams offers a fresh look at an earlier era.

18	 Quantum electrodynamics
F. J. Dyson � September 1952

22	Magic moments with John Bell
Reinhold A. Bertlmann � July 2015

John Bell, with whom I had a fruitful collaboration and warm friendship, is best known for his 
seminal work on the foundations of quantum physics, but he also made outstanding 
contributions to particle physics and accelerator physics.

28	Is the Moon there when nobody looks? Reality and the 
quantum theory
N. David Mermin � April 1985

Einstein maintained that quantum metaphysics entails spooky actions at a distance; 
experiments have now shown that what bothered Einstein is not a debatable point but the 
observed behavior of the real world.

40	Quantum entanglement: A modern perspective
Barbara M. Terhal, Michael M. Wolf, and Andrew C. Doherty � April 2003

It’s not your grandfather’s quantum mechanics. Today, researchers treat entanglement as a 
physical resource: Quantum information can now be measured, mixed, distilled, concentrated, 
and diluted.

47	 From quantum cheating to quantum security
Daniel Gottesman and Hoi-Kwong Lo � November 2000

For thousands of years, code-makers and code-breakers have been competing for supremacy. 
Their arsenals may soon include a powerful new weapon: quantum mechanics.
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ON THE COVER: Although it’s natural to think of our world classically, quantum 
mechanics is all around us, and early debates about quantum theory, epitomized 
by Schrödinger’s cat, have morphed into real-world quantum applications. In 
this special issue, we present articles from the Physics Today archives that 
describe the birth of modern quantum mechanics, the emergence of several 
key concepts, and emerging applications that have the potential to transform 
both science and society. (Cover design by Three Ring Studio.)
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54 Photon science and quantum 
control
Philip H. Bucksbaum  June 2006

Recent advances in laser technology have 
hastened developments in other fi elds—precision 
measurement, atomic cooling, gravitational-wave 
sensing, quantum computing, cryptography, and 
many more. Like the laser itself, those fi elds may 
transform society.

58 What’s under the hood of a 
quantum computer?
Christine Middleton  March 2021

Many layers lie between everyday users and the 
delicate, error-prone hardware they manipulate.

62 Quick study: Squeezing 
quantum noise
Sheila Dwyer  November 2014

You can’t beat the Heisenberg uncertainty 
principle, but you can engineer systems so that 
most of the uncertainty is in the variable of your 
choice. Doing so can improve the precision of 
delicate measurements.

64 Back scatter
A macroscopic qubit
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The United Nations has declared 2025 to be the Interna-
tional Year of Quantum Science and Technology (IYQ). The 
timing is intentional: This year marks a century since what is 
traditionally considered to be the start of the “new quantum 
theory.” (We’ll have more about that timing in an upcoming 
issue of Physics Today.)

The goals of the yearlong event are broader than just recog-
nizing the advances and impact that quantum science and tech-
nologies have had. As described in the story by Toni Feder on 
page 7, the focus will also be on raising awareness—among the 
public and policymakers—about the importance of quantum 
science and applications and their potential to help address the 
world’s most pressing needs.

To kick off Physics Today’s celebration of the IYQ, we present 
this special archival issue, in which we’ve pulled together sev-
eral of our most enjoyable and informative quantum pieces. 
Most readers of Physics Today will have some familiarity with 
quantum mechanics but not necessarily with the history, the 
current state of the science, or the central concepts behind 
some of the most promising applications. We had a wealth of 
archival content to choose from, and filling those gaps was a 
prime goal of our selection process.

We present the articles in rough chronological order of their 
themes:
► ​�I.  I. Rabi, known for his work on molecular beams, was a 

graduate student at Columbia University in the 1920s and 
an eyewitness to the quantum revolution. In a transcription 
of a 1979 talk that Physics Today originally published in 
2006, he shares his colorful recollections of that era.

► ​�In a 1952 essay, Freeman Dyson, one of the main contributors 
to the development of quantum electrodynamics—the most 
precise, extensively tested theory in physics—draws paral-
lels to the history of classical electrodynamics to convey “in 
simple words” the fruits of 25 years of development.

► ​�John Bell’s name is inseparable from discussions about the 
foundations of quantum mechanics. In a 2015 article, Reinhold 
Bertlmann recounts lively stories about working with Bell and 
explains why debates about those foundations still exist.

► ​�In his memorably titled 1985 article “Is the Moon there 
when nobody looks? Reality and the quantum theory”—

arguably Physics Today’s most well-known article—David 
Mermin works through what “Bell-type” experiments say 
about the quantum nature of the world around us.

► ​�Barbara Terhal, Michael Wolf, and Andrew Doherty in a 
2003 feature describe how the irreducible quantum mechan-
ical property of entanglement has emerged as an exploitable 
resource for such technologies as quantum teleportation, 
quantum communication, and, especially, quantum infor-
mation processing.

► ​�In their article from 2000, Daniel Gottesman and Hoi-Kwong 
Lo explain the principles underlying another emerging 
quantum technology: quantum cryptography.

► ​�Lasing is an inherently quantum mechanical phenomenon. 
And as Philip Bucksbaum explains in an article from 2006, 
the ability of lasers to control and measure the quantum 
world is opening a wealth of new applications.

► ​�In a 2021 article, Christine Middleton tours the layers of 
organization, operation, and abstraction that allow a user-
friendly experience to emerge from the underlying qubits 
in a quantum computer.

► ​�A 2014 Quick Study by Sheila Dwyer explores how 
the Heisenberg uncertainty principle can be exploited 
to improve the precision of quantum measurements— 
a technique that made possible the 2015 detection of grav-
itational waves. 
The developments surveyed in these articles are snapshots 

in time of our understanding of the quantum world and of the 
advances then on the horizon. Collectively, they have helped 
shape today’s frontier in quantum science. Fittingly, we end 
this special archival issue with a look at one direction of current 
research: macroscopic qubits.

Over the course of Physics Today’s 77 years, we have pub-
lished many more quantum-related articles than we have been 
able to include in this special archival issue. They are collected 
on our website at https://physicstoday.org/quantum.

Our celebration of the IYQ will continue throughout the 
year, as we bring you articles, Q&As, explainers, and other 
pieces that look both backward and forward. Like this editor’s 
note and the story on page 7, each of our quantum-themed 
pieces will carry the IYQ logo.� PT

Our quantum world
Richard J. Fitzgerald

L asers. MRIs. Precision timekeeping. Solar cells. SI 
units of measure. High-contrast, high-efficiency 
display devices. Ultraprecise sensors. Optimized 

drug development. Secure communications. Most of 
us don’t think about it, but we interact with quantum-
enabled devices and applications on a regular basis, 
and that’s only going to accelerate.

FROM THE EDITOR
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H ands-on demonstrations of quan-
tum entanglement, role- playing di-
plomacy games,  continental-scale 

shindigs, and more activities for the In-
ternational Year of Quantum Science 
and Technology (IYQ) are coming into 
focus. Last June, the United Nations de-
clared 2025 the IYQ; since then, scien-
tists, educators, and science lovers have 
been buzzing with ideas for how to cel-

ebrate the past century of quantum phys-
ics and its applications and look ahead 
to the next one. 

The UN imprimatur lends visibility 
and legitimacy to efforts to raise aware-
ness about quantum science and tech-
nology. It also comes with a commitment 
to the UN’s 17 sustainable development 
goals—affordable and clean energy, 
quality education, and gender equality, 
to name a few. Many  quantum- related 
activities are underway independent of 
the IYQ, says Enrica Porcari, head of 
CERN’s IT department and a member of 
the IYQ steering committee. But the 
IYQ will “turbocharge” efforts, she says. 

“I think 2025 will see an explosion of 
events.”

 Quantum- based technologies are al-
ready ubiquitous, and many more ap-
plications in computing, communica-
tions, and sensing are on the horizon. 
“In physics, everyone understands how 
central quantum mechanics has become, 
but that’s not the case for the public,” 
says Paul  Cadden- Zimansky, the phys-
icist at Bard College who set the ball 
rolling that eventually resulted in the 
UN declaration and who is an IYQ 
global coordinator.

The IYQ can be called a success, 
Porcari says, if by the end of the year, 

Building awareness and 
inspiring a future workforce 
are two aims of the UN- 
designated quantum year. 

ISSUES & EVENTS

2025 is the International Year of Quantum 
Science and Technology

A DELEGATION headed by Joe Niemela (far right), a scientist emeritus at UNESCO and the 
Abdus Salam International Centre for Theoretical Physics, rallied support for the IYQ at the 
United Nations last April. The other delegates were, from left, Yanne Chembo (University of 
Maryland), American Physical Society president Young-Kee Kim (University of Chicago), and 
Ana María Cetto (National Autonomous University of Mexico). (Photo courtesy of Joe Niemela.) 
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ISSUES & EVENTS

people in  quantum- underserved coun-
tries are saying, “I wouldn’t miss this 
revolution.”

Global events
The official IYQ launch is scheduled for 
4–5 February at UNESCO’s Paris head-
quarters. The event will introduce the 
year by focusing on the future of quan-
tum science and technology, says Clau-
dia Fracchiolla, head of public engage-
ment at the American Physical Society, 
which is one of the six founding spon-
sors of the IYQ. The event, she says, will 
focus on questions like, What do policy-
makers need to think about? How will 
developments based on quantum phys-
ics benefit society? What education and 
workforce training are needed to pre-
pare for the quantum revolution? What 
are the ethical considerations? Science 
ministers, Nobel Prize winners, educa-
tors, social scientists, and others will 
speak at the event. 

The IYQ sponsors, which have grown 
to include a couple dozen professional 
societies, foundations, universities, and 
companies from around the world, are 
planning a global event on each conti-
nent. Beyond that, the idea is to galva-
nize grassroots organization of activities 
large and small. 

In March, the American Physical So-
ciety will host activities to celebrate the 
IYQ before and during its Global Physics 
Summit in Anaheim, California. Some 
activities, such as a quantum playground 
and treasure hunt, will be largely di-
rected toward conference goers, but 
many will be public facing. Events will 
include dance and theater performances, 
art exhibits, an escape room, and a real- 
time demonstration of Bose– Einstein 
condensates being synthesized aboard 
the International Space Station.

One of the global events will likely 
take place in Ghana, which, along with 
Mexico, played a key role in bringing 

the IYQ proposal to the UN.  Riche-Mike 
Wellington, Ghana’s focal person for 
the IYQ, says that training workshops 
and conferences, public awareness 
campaigns, and other activities are being 
planned in partnership with industry, 

IN THE QUANTUM DIPLOMACY GAME, policymakers use role-playing 
to explore such issues as how to foster  public– private partnerships 
and how to make their government quantum friendly. The game was 
created by the  Geneva- based Open Quantum Institute. (Photo by 
Michael Chiribau, UNITAR Division for Multilateral Diplomacy.)
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THIS MOSAIC from the 1950s at the National Autonomous University of Mexico explores 
the past and present. The eastern wall (shown) portrays the contemporary world, with 
the atom taking center stage. (Photo by Miguel Zorrilla, General Directorate of Libraries 
and Digital Information Services, National Autonomous University of Mexico.)

PICOCOSMOS (2024), a sculpture by artist Edy Fung, broadcasts sounds using 
data from a  single- photon source at a Technical University of Berlin quantum 
communications lab. The sculpture was showcased in November by Studio 
Quantum and the Haus der Kulturen der Welt in Berlin at an event for artists and 
physicists that fostered discussions for IYQ events. (Photo courtesy of Edy Fung.)

pt_issues0125.indd   9pt_issues0125.indd   9 12/12/24   2:14 PM12/12/24   2:14 PM
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educators, and policymakers. The aim 
of IYQ activities, he says, is to “inspire 
future leaders and innovators in quan-
tum science, driving economic growth 
and enhancing the quality of life for 
Ghanaians and Africans at large” and to 
bridge the “noticeable divide between 
the technologically rich North and the 
less- developed South.” 

Grassroots activities
In India, physics historian and museum 
director Jahnavi Phalkey is planning a 
yearlong quantum festival at Science 
Gallery Bengaluru. The preparations 
began last fall with a mathematician- 
artist who spent several weeks at the 
gallery creating quantum physics– 
inspired art. There will be installations, 
performances, and a beverage bar, called 
h-bar for Planck’s constant. “The pur-
pose is to create a sense of wonderment 
around quantum, not necessarily to ex-
plain it,” says Phalkey. “It’s to remind 
ourselves of the sheer beauty of what 
the mind is capable of.”

People who have been involved in 
World Quantum Day, now in its fourth 
year, have a bit of a head start. The cele-
bration has representatives in more 
than 60 countries. World Quantum Day 
is officially 14 April, but events take 
place on and around that date. Past ac-
tivities have included explanatory 
video competitions for high school stu-
dents, campaigns to translate “World 
Quantum Day” into many languages, 
museum talks that explore how quan-
tum physics plays a role in people’s 
day-to-day lives, and the creation of 
YouTube and other social media content.

Around the world, people at schools, 
museums, companies, and more are 
planning live and remote lectures, in-
viting students to intern in labs that do 
 quantum- related research, hosting hack-
athons, and putting on events in which 
quantum science and art interact. If the 
UN-designated 2015 International Year 
of Light is anything to go by, expect 
upward of 13 000 events this year. Any-
one can post an IYQ event or look up 
what’s going on near them at https://
quantum2025.org/en/event-resource.

Toni Feder PT

THIS BOTTLE CAP MOSAIC reveals di�erent symbols when it's exposed to 
di�erent wavelengths of light. Players in the escape room LabEscape progress 
by solving quantum puzzles like this one. (Photo courtesy of Paul Kwiat.)

IN THE MULTIMEDIA THEATER PIECE The Art of 
Questionable Provenance, scientists and artists explore the 
science of consciousness and the use of scienti�c forensics 
to analyze artwork. The University of Chicago’s STAGE 
Center, which created and produced the show, is planning 
other projects for the IYQ. (Photo by Christopher Ash.)

A LIGHT AND SOUND 
INSTALLATION by Robert B. Lisek 
is inspired by quantum �eld 
theory calculations. The 
mathematician and artist 
created the work last fall as an 
 artist-in- residence at the Science 
Gallery Bengaluru in India as the 
gallery geared up for its 
yearlong IYQ research festival. 
(Photo courtesy of Robert 
B. Lisek, https://robertlisek.com.)

ISSUES & EVENTS
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I have something in common with Ernest Ruther-
ford, that distinguished physicist and professor at Canada’s 
McGill University, who deplored the fact that, although a 
physicist, he got a Nobel Prize in chemistry. My career is the 
opposite. I started at Cornell as a chemist, and got a degree 
of bachelor of chemistry, which has since been discontinued. 
So I’m an orphan like the DeSoto, one of those cars that are 
no longer manufactured.

Anyway, after some years in which I tried various things 
that broadened my education but did not line my pocket-
book, I went back to Cornell to study physical chemistry. But 
I’d taken all those courses so I said to myself “I’ll study phys-
ics, and put the two together.”

You know, that is somewhat like the person who wanted 
to study Chinese philosophy, so he looked up Chinese in the 
encyclopedia, and then he looked up philosophy, and finally 
tried to combine them.

But for me, when I started studying physics, I realized that 
the part of chemistry I liked was called physics. So that was 
the beginning of my career, and I entered the subject of phys-
ics more seriously around 1922.

Learning quantum mechanics in America
The year of 1922 was very significant. In fact, that whole 
time from the early twenties onward was a period of great 
ferment in physics, enormous ferment, all over the world—
by which one means Denmark, England, France, but not the 
United States.

I remember one time when I was a graduate student at 
Cornell, sitting in the library amongst the students, just be-
fore the time when Professor [Arnold] Sommerfeld was to 
come and visit. And you could see one professor after another 
sneak in and take a look at Sommerfeld’s book Atombau und 
Spektrallinien (Atomic Structure and Spectral Lines, Friedr. 
Vieweg & Sohn, 1919). That was all the exposure they had to 
the quantum theory. That was 1922 in America. By contrast, 
in Europe, quantum theory had been extant for quite a num-
ber of years. But in America, it had not yet achieved full rec-
ognition as something suitable for graduate study at Cornell, 
or for that matter at Columbia [where Rabi completed his 
PhD]. I’m not even sure that quantum theory was working 
very well here at Toronto in 1922!

Anyway, the faculty in America wasn’t very much con-
cerned with quantum physics, except experimentally. But at 
Columbia, a number of graduate students formed a weekly 
discussion group that we called a “Sunday soviet,” by which 
I mean that we met every Sunday near 11 o’clock in the 
morning, and went on right through a Chinese dinner.

We learned a great deal just by ourselves. I’d recommend 
this method of learning to all the graduate students in this 
audience: If any of the faculty are deficient in some subject 
that interests you, just form a little soviet and do it on your 
own. As a matter of fact, it worked so well that when the 
Austrian physicist Erwin Schrödinger’s paper first came out,1 
we read it and worked through all the equations.

Then, just as an exercise, Ralph Kronig and I decided to 
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do something with this new thing, Schrödinger’s quantum 
theory. So we looked through [Max] Born’s book2 and found 
that the symmetrical top problem had not yet been done. So 
we sat down and, according to Schrödinger’s prescription, 
formed the wave equation, separated the variables, got the 
angular momentum, as well as the various states, but then 
we ran into an equation that we didn’t know how to solve.

And here’s another lesson that I want you to hear from my 
own experience. Somehow or other after that Sunday soviet, I 
was sitting in the library reading the mathematical works of 
Carl Jacobi, who wrote beautifully in German. I understand 
that German is no longer required for graduate students here. 
Too bad, because in reading through that book, suddenly there 
appeared my equation—the one Kronig and I could not solve. 
It was the equation for the confluent hypergeometric series, 
which neither of us had ever heard of before. Using this refer-
ence, we were then able to solve the quantum mechanical 
problem of the symmetrical top molecule.3

But we did not have the faintest idea what the wavefunc-
tion ψ meant. It was a magical thing. What you got when you 
followed this prescription, as Schrödinger had done for the 
hydrogen atom, were the eigenvalues of the differential equa-
tion. These were the energy levels, which agreed with experi-
ment. But we had no idea what the wavefunction was—what 
was this magic function ψ?

Of course, it became clear soon thereafter when Born4 and 
others suggested that |ψ|2, the absolute value of ψ squared, 
represented the probability density for finding that particular 
thing at that particular place. Suddenly the wave function ψ 
acquired a great meaning.

But it was so magical, that function ψ. You simply followed 
the formula, and out came real results. This was not a surprise. 
During the first period of its existence, quantum mechanics 
didn’t predict anything that wasn’t also predicted before by 
the old quantum mechanics plus that very magical abraca-
dabra of the correspondence principle.

There were real artists at work on the correspondence 
principle. For example, they were able to deduce many 
things from the Kramers–Kronig formula, or from the 
Kramers–Heisenberg dispersion formula. The development 
of physical relationships from the correspondence principle 
was all done by artistry, by imagination, and from certain 
kinds of symmetry ideas. So the results that came out of 
quantum mechanics had to a large degree been previously 
anticipated from this correspondence principle.

But a very unfortunate thing happened to John Van Vleck, 
who wrote a remarkable book on the old quantum theory.5 It 
was a wonderful book, a clear book, and he was a master. How-
ever, it was published and came out just at the time of the rev-
olution in quantum mechanics. Unfortunately, it became obso-
lete almost on publication! The same was true with Wolfgang 
Pauli’s first volume. When the revolution came, it all changed.

Now, it was the new quantum mechanics that was doing 
things and growing. Matrix mechanics, of course, was in 
many ways clearer, and in many ways more dense than 
Schrödinger’s equation. But the matrix mechanics of Heisen-
berg used a different kind of mathematics.

Paul Dirac had been an engineer with a background in me-
chanics, rather than having been a physicist. So when he 
followed Heisenberg’s first paper on matrix mechanics, he 
particularly noticed the commutation exchange relationships, 
and saw a certain parallel between Poisson brackets and the 
commutation exchange relationships. As a result, Dirac started 
his approach to matrix mechanics from that direction.

So that was a very great time because we could be the first 
to do something like the symmetrical top. And we were the 
first to do this important molecular problem, and just as 
graduate students! It was not for my dissertation, nor was it 
for Kronig’s, but we did learn some quantum theory. While I 
was a graduate student at Columbia, there were no professors 
of theoretical physics. I was doing an experimental disserta-
tion, and my supervisor was Professor Albert P. Wills.

In 1926, there was just our little group of serious thinkers, 
including Michael Pupin, sitting there trying to figure out 
Heisenberg’s matrix mechanics. Schrödinger’s formulation, of 
course, was our favorite. This was clear. It only required that 
you were familiar with differential equations, and it had a 
pictorial interpretation. In contrast, Heisenberg’s approach 
involved matrices, which were not difficult but were messy. In 
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Michael Pupin (1858–1935) at Columbia University, probably in the 
late 1920s. Pupin and I. I. Rabi were part of a small group at 
Columbia that was trying to figure out quantum mechanics in 1926. 
(Courtesy of AIP Emilio Segrè Visual Archives.)
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addition, there was Heisenberg’s use of abstract symbolism, 
which, of course, looked to us as the most mysterious of all.

And this shows how limited one can be if one is provincial. 
Because in the United States, as far as theoretical physics was 
concerned, we were provincial. Definitely provincial.

Visiting quantum physicists in Europe
So the time came when I had finished my dissertation.6 But 
there were no jobs around in the US, so I got a small Barnard 
fellowship to go to Europe. It was $1500 a year for two years, 
not paying for transportation. And on this my wife and I went 
to Europe. Well of course, being an American, in many ways 
I was very naive. The first place I went was to Zürich, Swit-
zerland, where I hoped to work with Professor Schrödinger.

Of course, I hadn’t written a note beforehand to make 
arrangements to come. When I arrived in Zürich, I tried to find 
a pension [boarding house or small hotel] where I could stay. 
Afterwards, I went right down to the university, where there 
was a colloquium going on that afternoon. The man gave a 
fiery lecture, and I didn’t understand a single word. I was very 
depressed, and I came out full of sorrow for what was going 
to happen to me. Here I had come all the way over to Europe 
from America, and now I felt very discouraged. So I looked 
around in the audience for somebody that I might know.

Well, I did find people in a very definite way. In 1927, the 
Russian revolution was about 10 years old. And Americans 
always wore white shirts, but with their collars attached. You 
could recognize an American anywhere that way. I looked 
around, and there at the colloquium was a man with a white 
shirt and collar attached.

He turned out to be Linus Pauling. I told him of my sorrow 
that I didn’t understand what the lecturer was saying. He said 
“Don’t worry, he was not talking German, he was talking 
Schweizerdeutsch,” which was the local German dialect. I 
was very pleased to hear that. Later, Linus invited me to 
where he was staying and gave me a drink. I don’t suppose 
you realize what this meant: In 1927, Prohibition was on in 
America and drink was a rare thing, especially when you had 
no money. He also recommended a good pension for me to 
stay at.

Well, the timing of my trip to Europe was not very good. 
I had just arrived in Zürich to visit with Schrödinger, and 
then Schrödinger left almost the same day. He’d gotten a good 
job in Berlin. But I was traveling lightly, except for a very 
heavy suitcase. So I went down to Munich to visit Sommer-
feld. I arrived there, and just as I did in all these places, I came 
in and said, “My name is Rabi. I’ve come here to work.” I 
hadn’t written anything beforehand.

So there it was—Sommerfeld’s office in Munich! I was 
shown to a room where some of his students worked, and 
there were Hans Bethe and Rudolf Peierls, who were gradu-
ate students at that time, and Albrecht Unsöld, who later 
became a well-known astrophysicist—that is, a theoretical 
astronomer. There were also two Americans who became 
very notable later. One was Edward Condon. You know the 

book, The Theory of Atomic Spectra, that he wrote with George 
Shortley (Cambridge U. Press, 1935), as well as Condon’s 
other books. The other American was Howard P. Robertson, 
who was very well known in circles that deal with relativity. 
So we were the three Americans in Sommerfeld’s group, who 
gave each other strength because we were worried that our 
German was not of the best quality. Every once in a while, 
Peierls and Bethe would go out in the hall and laugh, and we 
did have the suspicion that they were laughing at us.

Anyway, in the Germany of 1927, the working conditions 
for graduate students were very interesting in a way when 
compared to now. Once, Sommerfeld showed me around his 
offices. In the basement was one place where there was a 
closet with a board across, and a naked incandescent bulb 
over it. Right there was where Bethe worked. So there was 
nothing very much in the way of conveniences. I think there 
were only three graduate students actually working with 
Sommerfeld. But you can see their character somehow by 
their selection. Two of those three were Peierls and Bethe. I 
don’t remember the third one.

Sommerfeld was a man with enormous dignity, a won-
derful person. I was invited on Friday afternoons to the 
Englischer Garten to have tea with the Geheimrat [an honor-
ary German title conferred on outstanding scientists]. It was 
very dignified.

Sommerfeld had a very large office, and then there was 
the office of his assistant, a man named Becker, and finally the 
place for his students. All the journals were in Sommerfeld’s 
office. So if you wanted to look up something, you made your 
way to the assistant, who would then knock on the door of 
the Geheimrat, and then you walked in. Under those circum-
stances, you didn’t look things up very much.

I am telling you these stories to show another way of life, 
which existed at that time, and to contrast it in a way from 
the one we have now. Of course, I don’t know how it is since 
I finished working [in 1967]. For example, I don’t know 
whether you need clearance [the need to make prior arrange-
ments] at all to go from one place to another to work. I don’t 
know whether you could come in and say, as a fresh-corked 
postdoc could say, “My name is Rabi. I’ve come to work 
here.” The answer would probably be, “Who said your name 
isn’t Rabi?” Well, it was a wonderful way to live, in a place 
like Germany. And as an American, you weren’t part of it. 
You never expected to get a job there, so you were free.

In the fall, I left Munich intending to go first to England 
and then to Copenhagen. In England, I discovered that six 
marks—equivalent to six shillings—which carried me 
through the day in Germany, wouldn’t quite give me a room 
in London. I saw financial disaster staring me in the face. So 
I went to Copenhagen.

Copenhagen, of course, was the mecca for everybody at that 
time who was interested in theoretical physics. Everything 
good came out of Copenhagen in one way or another. And so 
my wife and I went off. When we arrived in Copenhagen, I 
checked my bag, and my wife and I took our map and walked 
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over to the Institute for Theoretical Physics [renamed the Niels 
Bohr Institute in 1965]. I rang the bell and said my usual spiel: 
“My name is Rabi. I’ve come to work.” So the Institute’s secre-
tary gave me a key. I asked her for a suggestion on where we 
might stay, and she gave us a good one. I brought my wife and 
my bag there, and then came back.

This was September—a month of complete holiday. There 
was nobody around except the secretary and me. But there 
was something about Copenhagen that was in its walls, 
somehow or other. You couldn’t be idle there. You just had to 
sit there and work, and try to think great thoughts. I recom-
mend that you try it. It can be very frustrating.

In the course of time, several people were to appear. There 
was one gentleman with an enormous stutter. He tried to tell 
me his name, and I tried to help. And I said “Klein, Klein,” 
as I knew Oskar Klein was Bohr’s assistant, but when he came 
up with his name, it was Pascual Jordan, who later on became 
a professor and lecturer. And how he ever did it I don’t know, 
except that he did not have this stutter when he had enough 
beer in him, or when he spoke English.

Then, after a while, others showed up: great names in physics 
like Ivar Waller, Kronig (who had been there before me), and 
finally the great Professor Bohr came back from his vacation.

My arrival in Hamburg
And now I come to the beginning of the real story of my life, 
that is, the direction of my life. Bohr had had a very difficult 
summer, and his assistants thought that he had been over-
worked and that he should not have any people there except 
for Kronig, who had come earlier.

And here again a most fortunate thing happened. Without 
asking me, but making all the arrangements, they arranged 
for Yoshio Nishina and me to go to work with Pauli in Ham-
burg. This seemed disappointing at first, to go away from the 
center to a place like the University of Hamburg. But Ham-

burg actually was the greatest institution in the world for 
physics at that moment. Hamburg had Pauli; Walter Gordon 
[of the Klein–Gordon equation]; Wilhelm Lenz, who was in 
molecular theory, a brilliant man; and most of all, Otto Stern, 
in experiment. So there quite by accident, and partly against 
my will, I found myself in this very marvelous place. In ad-
dition, there was Ronald Fraser from Scotland, and John 
Taylor, who was an American. They had both done molecular 
beams before, and were working now with Stern. Pauli at that 
time, and this is toward the end of 1927, asked Nishina and 
me to write a paper with him.7

I became aware of the necessity for me to talk some En-
glish. This was a real physical necessity. The three of us 
English-speaking people there—Fraser and Taylor and I—
formed a little group that I crowned “the three for we who 
were abroad.” No matter what, you had to express yourself, 
and for me this was only possible in English. Shortly, I left 
Pauli’s group. I had an idea about how to do an interesting 
experiment concerning the magnetic refraction of molecular 
beams and was invited by Otto Stern to do it in his laboratory 
at Hamburg.8

Remember, back at Columbia I said we were provincial. 
To show you the degree to which we were provincial—and 
by “we” I am talking about the United States, that land south 
of the Canadian border—in Germany they subscribed to the 
Physical Review, but waited until the end of the year to get 
their 12 issues at once, to save postage. It wasn’t important 
enough to get each issue right away.

We—and here I mean Condon, Robertson, and others 
among my friends—felt that this was very humiliating and 
vowed we would change it. I must say that we did, because 
10 years later the Physical Review was the leading journal in 
the world. It didn’t take long. We came back and distributed 
ourselves among our various universities and began teach-
ing students.

Teaching was just like raising fish—there were a lot of 
eggs, which we began to fertilize. And so we had this time 
bomb of emerging physicists. In America, we had numerous 
colleges and universities, the students were there, and they 
needed teachers. And we came back from Germany with the 
magic of quantum theory. Indeed, by the time World War II 
came, physicists could man all of the American research lab-
oratories. We were able to recruit hundreds or thousands of 
people, people with a very sophisticated educational back-
ground. So it [the conversion of American physics from the 
provincial to the international] could be done.

And this is what frightened me so about the Russians 
when the first Sputnik was launched. I thought they were on 
to this trick of raising fish. But you can’t do it unless you have 
a free society. This was done freely by the people themselves 
and was done without government support. There was no 

Yoshio Nishina and Rabi in 1948. The two men wrote a paper 
together as part of Wolfgang Pauli’s group in Hamburg, Germany, 
in 1927. (Courtesy of AIP Emilio Segrè Visual Archives.)
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government money for physics before the war. But I’m get-
ting ahead of my story.

The magical role of experiment
And now I begin the experimental part of my talk. It is about 
those great days, and how people saw marvelous things and 
didn’t understand them.

It is well known that Stern and [Walther] Gerlach did a 
famous experiment that was intended to demonstrate space 
quantization. They passed a beam of silver atoms through an 
inhomogeneous magnetic field. When silver was evaporated, 
the atoms were supposed to have magnetic moments, which 
could be deflected by external magnetic field gradients. Since 
the atomic beam of silver had a Maxwell distribution of ve-
locities, the beam would be deflected and broadened by the 
field gradients. Some would be deflected one way depending 
on their orientation, some the other way, and some not at all, 
if their orientation was perpendicular to the magnetic field.

Stern and Gerlach had a brilliant concept, and with very 
poor equipment they did the experiment. (See the article 
“Stern and Gerlach: How a bad cigar helped reorient atomic 
physics,” Physics Today, December 2003, page 53.) And the 
experiment, as most of you have seen in elementary books, 
showed a split beam, plus and minus; some were deflected 
one way, some were deflected the other way. But what about 
the middle? What about the atoms that were perpendicular? 
[Rabi now refers to the old Bohr–Sommerfeld theory, in 
which ground-state silver had an erroneous orbital angular 
momentum (L = 1) and the electron’s spin and g factor were 
yet to be discovered.] And the story at that time was that you 
assigned quantum numbers mL that were equal to plus one, 
minus one, and zero. What about zero? There was no zero! 
Instead of that fact creating an enormous sensation, they just 
said, “Well, mL equal to zero is missing,” which was a great 
statement at that time, and nobody understood it.

Since there was no logical theory available, you could play 
it by ear; it seemed obvious that the zero state was missing. 
And to support the argument, they appealed to the theory of 
the Stark effect, in which the mL = 0 orbit should hit the nu-
cleus. So they said, “We can’t have it hitting the nucleus, so 
we can say that the mL = 0 quantum number is missing—you 
just don’t have it.” Now you begin to see why this strange 
experimental result was so useful. You didn’t have to resort 
to these odd forms of chicanery about why the mL = 0 state 
was missing. The whole point of the experiment was that they 
had seen atomic silver to have spin equal to one-half, and its 
orientation was either one way or the other. So it was right 
there in front of them, and because they had been so accus-
tomed to glib talk, they didn’t recognize it.

At that time, Stern was also doing experiments to show 
the wave nature of matter. First, he was scattering hydrogen 
atoms with a ruled surface, and then he successfully used 
another type of lattice. He showed that the scattering was 
associated with the de Broglie wavelength—not only for 
atoms, but also for molecules.

Now a molecule is not an atom, at least if you go back to 
the unsophisticated days. Once you have a de Broglie wave-
length for a molecule with only two atoms, then why 
shouldn’t a grand piano have a de Broglie wavelength? Any 
collection of things should scatter in this way. In fact, these 
scattering experiments were really demonstrating the wave 
nature of matter. Not just electron scattering, or even atomic 
scattering, but also molecular scattering was consistent with 
the same de Broglie relationship.

Later on [in 1933], pursuing the same idea, Stern and his 
collaborators measured the magnetic moment of the proton. 
This was done against the strong advice of his friend Pauli, 
among other theorists. They all said, “We know the moment 
of the proton, because we know the difference in mass between 
the proton and the electron, and we know the magnetic mo-
ment of the electron.” Stern went ahead and did the experi-
ment anyway, and, of course, all of those theorists were wrong.

Will physics ever come to an end?
I’m coming to the end of my talk, and I just want to tell you 
one more small story. I could go on telling stories, as you see, 
for a long, long time. But this is one story that you should 
take to heart.

I went with my mentor, Otto Stern, to visit the great Max 
Born, who was then at the very height of his glory, with his 
probabilistic interpretation of the wavefunction and so on. At 
that meeting, he told us very seriously that in six months’ 
time, physics as we knew it would be over.

That was quite a blow! Born had an impressive personal-
ity, and he said this with a certain amount of reason because 
it was 1928, and Dirac had just given us his miraculous theory 
of the electron.9 Making no assumptions other than relativis-
tic invariance, Dirac derived the correct spin and magnetic 
moment of the electron. Everything that one wanted to 
know about the electron came without any extra assump-
tions beyond relativistic invariance. So this was a terrific 
achievement, of course. And Born apparently felt that it 
wouldn’t take more than six months for these very bright 
boys around him to derive the spin and moment of the proton 
from a similar theory, and then it would be all over. As he 
explained, there would be a lot to do, of course, but physics 
as we knew it—more or less groping blindly around in our 
optimistic way, that portion of physics—would be behind us.

Well, I found Born’s prediction very hard to believe. In 
fact, I couldn’t actually let myself believe it. At my stage in 
life, I had far too much at stake. On the other hand, you will 
hear and see such predictions again as your careers develop. 
Most probably this will be particularly true for the graduate 
students and young people in the audience, because at every 
past period of synthesis in physics, the future looked closed.

In Newtonian times, physics was a closed book. There 
were central gravitational forces, and equations describing 
what they could do. People tried to come up with solutions 
to these equations, but some types of problems led them to 
invent other forces. And of course, along came Maxwell’s 
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theory of electromagnetism—all very beautiful, set, done, 
and apparently closed. But occasionally Nature does some-
thing strange, such as the photoelectric effect, which appeared 
just at the peak, the very triumph, of the Maxwell theory. It 
was uncovered first by accident during Heinrich Hertz’s ex-
periments on the detection of electromagnetic waves,10 but he 
missed its significance and was unable to explain it. And so 
I have come to think that physics is a never-ending quest.

In closing, there is one other mystical thought that occurs 
to me. Now, in a day when we need all this big equipment 
for physics experiments, such as those vast accelerators that 
we have, I began to think: Will God reveal himself only to 
rich people? Would it really be true that you had to have a 
very wealthy country with a large population in order to get 
some basic information about how the universe is made? At 
this point I am a mystic, and I don’t believe that only the rich 
and powerful can achieve true understanding. And I suppose 
it is up to you to prove me right.

Thank you. And I love questions.

Discussion
Jan van Kranendonk: A very down-to-earth question, per-
haps. When you worked with Otto Stern, from what funds 
were the experimental apparatus supplied? How was this 
research work funded?
Rabi: That’s a very good question. There was something, I 
think, called “der Notgemeinschaft der Deutschen Wissen-
schaft.” Somebody might properly translate this, but it’s the 
Society of Need for German Science, which got some money 
for grants, but I don’t know whether it came from rich people 
or from the government. But the greater part of researchers’ 
money, at least in some cases, came naturally from America. 
Didn’t we beat the Germans in 1918? And now we had to pay!

The Rockefeller Foundation, and other foundations, sup-
ported students—people like Felix Bloch and Edward Teller. 
Many other people applied for and got Rockefeller fellow-
ships and grants. They had equipment in the laboratories at 
Hamburg that we certainly didn’t have at Columbia—and it 
was funded by American money. And very wisely, the Rocke-
feller Foundation was interested in getting good research and 
the best science for its money. And that was to be found in 
Germany at that time. That’s where they spent it.

My eyes boggled when I saw all the equipment they had 
in Hamburg that I couldn’t get in America. There were special 
kinds of vacuum pumps and other things. They had pumps 
which would cost $200 or $300, which was an enormous sum 
then. But when I came home and started doing research, I 
had to get pumps for $8. So you can see how research in 
Germany was funded: There was an enormous respect in the 
United States for German science, and an enormous feeling 
of inferiority for American science.

I think, as [J. Robert] Oppenheimer once expressed it, “We 
went to Germany, so to speak, on our hands and knees.” But 
it took only a very short time, in the post–World War II pe-
riod, for the whole flow to be reversed. In 1926 you couldn’t 

get anywhere with English in Germany, because they didn’t 
know any. I remember how surprised one German was to 
hear another German speak English. And if you wanted your 
research to be recognized, you would publish either in Ger-
man or in the British journal Nature.

And you can compare that with today; English has almost 
become a universal language. But I would like to warn you: 
From 1927, the year that I was talking about, to 1937 or the be-
ginning of the 1940s was only about 10 years, and during that 
time there was a reversal. And some of you who are very proud 
of not knowing any other language but English have got to 
learn some foreign languages. One other point about that: I 
know at Columbia they have also abolished the language re-
quirements for the PhD. This is an enormous mistake.

If you want to read the originals of many important physics 
papers from the earlier part of the 20th century and most of 
the previous century, you won’t be able to read them in En-
glish. Most of these original papers have not been translated 
into English, and you don’t get the flavor of the original papers 
from textbooks. So I would suggest you take that very seriously 
to heart and learn some other languages. I don’t know which, 
it’s your guess . . . maybe Dutch [said with a kind smile toward 
van Kranendonk, referring to his slight accent].
Question: Could you elaborate further on how it was that 
you could appear, apparently unannounced, to work at the 
institute that you spoke about, and they knew that you would 
be acceptable? Is that what you intended to say?
Rabi: I was intending to show another period of time, when 
the world was simpler, and despite the first great World War, 
it still had that simplicity. A scholar could roam around and be 
accepted where he went. I didn’t mean to put this to the test. 
But being a romantic, and an American, it didn’t seem to me 
necessary to prearrange things. I mean that this favorable 
reception didn’t surprise me. I just thought it was normal.

It is only when I look back on that time, especially with 
modern terms in mind, that I am surprised that nobody asked 

Another view of things
One thing that I learned contains a tremendous amount of 
anthropology in just one sentence. One of Otto Stern’s as-
sistants was a man by the name of Fritz Knauer. One time I 
was telling Knauer that in my country you could travel from 
one place to another and you didn’t have to register with 
the  police— you just traveled freely. Knauer looked shocked 
at this, and he said to me, “You mean to say that you can 
live and die in America, and nobody cares?”

Now that may sound very funny to you, but it shows the 
other end of the telescope. Something that I thought was 
an awful  imposition— registering with the  police— was to 
him a great support. It takes quite a bit of training to live in 
a democratic country like America, it takes a lot of training 
indeed. Some people who came to America, such as Rus-
sian refugees, have been shocked to learn that they have 
to find a job by themselves.
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who funded me. At Hamburg, I had an idea for an experiment 
and I was invited to do it, and so I did it. But nobody asked 
me, “Are you funded?” No one at all. They gave me the equip-
ment, and space, and so on. I had a marvelous time doing it.

We showed the Germans something that we called the 
“Amerikanische Arbeitsmethode,” the American way of work-
ing. Usually the laboratory was opened strictly at 7am and 
then closed at 7pm—it was all so very un-American. We would 
come at 10am, and then, around 11 o’clock, the wives would 
come and make toast, crumpets, and so on while we went on 
doing our physics experiment. And we finished in very good 
time. It really worked. Also we were very happy while doing 
it. We’d have requests from the top floor of the building, 
“Would you please sing more quietly?” So it wasn’t a time 
when you gritted your teeth and did an experiment. It was a 
joy all the time. That’s the only way to do physics, I think.
Van Kranendonk: Perhaps I can ask a different question. You 
said that you were associated with Pauli, and I know that 
Pauli had a big reputation for being quite vicious. How did 
you find him? How did you like him and interact with him? 
Did you understand how he was when he worked?
Rabi: I have seen him being extremely vicious, as you say. I 
think I got along with him very well, but it was a result of a 
mistake that I made. Right after I came to Hamburg, I told 
him about some calculations I was making on the hydrogen 
molecule. And we had a misunderstanding between the 
Roman letter p and the Greek letter π [the latter is pronounced 
“pea” in both German and Greek]. When Pauli said “pea,” I 
though he meant the Roman letter p [momentum], but he 
meant the number π. And so I said, my German being pretty 
poor, “Aber das ist Unsinn!” (That’s nonsense!)

Nobody ever said that to Pauli. He rolled around and he 
said “Um . . . ist das Unsinn?” Somehow I had gotten in the 
first blow! But, you know, I was so upset by the way he did 
talk to people, until I saw that he was completely democratic—
he talked the same way to Bohr. This was just Pauli’s charac-
ter, it was just Pauli’s own way.

There was something called the “Pauli effect,” which 
states that wherever Pauli went, misfortune followed. Not for 
Pauli, but for others.

Pauli had visited the astronomical observatory in Hamburg. 
The astronomers talked to him and then forgot about what 
they were doing, so the telescope hit the dome. Pauli caused 
things of that sort to happen. Stern would never let him into 
the laboratory. They were good friends, and Pauli would knock 
on the door and would usually want to borrow some money, 
and they would make their transaction right at the door.

I saw one of the most remarkable examples of the Pauli 
effect at a Physical Society meeting in Leipzig. News had 
come from America about the invention of talking pictures, 
and this local professor, I forget his name, was going to give 
a demonstration of them. The equipment was all set up, and 
when the assistant threw the switch . . . bang! bang! bang! 
came out of the loudspeaker, and then smoke. Pauli was beside 
himself. He shouted out, “My effect!” And they brought up 

another projector, and the same thing happened. Then they 
had a third one set up in a balcony above, where I suppose 
they used to have music of some sort. They connected that 
projector, and it worked, which showed the relationship 
between distance and the Pauli effect.

But the real explanation was given by Paul Ehrenfest. You 
see, Pauli was born in 1900, the beginning of the 20th century, 
which was just an illustration of the fact that misfortunes could 
never come up singly. The 20th century has been a terrible cen-
tury. In terms of Pauli, misfortunes never did come singly.
Derek York: Do you know anything more about why Som-
merfeld never received the Nobel Prize? If so, is there any 
inside story on this?
Rabi: I haven’t heard any inside story about it, and I don’t 
think anybody would have raised any objection if he had 
been given the prize. But you must remember that the Nobel 
Prize is given by a committee of the Swedish Academy, and 
they have their own idiosyncrasies. You know, there was a 
book published some 25 years ago about the various Nobel 
awards. It discussed many things, for example, about why 
didn’t Dmitri Mendeleev get the Nobel Prize. It suggested 
some mistakes of the committee of the Swedish Academy. 
They were very human.

When the Nobel Prize was established, the choice of the 
awards was up to the Royal Swedish Academy, and they had 
very sincere doubts that they had the capacity to make such 
judgments. They felt they didn’t have enough members that 
were au courant enough and mature enough to make good 
judgments. I must say that their early judgments were terri-
ble. But they gave it to Albert Michelson, and they gave it to 
Pieter Zeeman. They really had a tremendous field to choose 
from, and I think that is what established the Nobel Prize 
with such prestige. In addition, the Nobel Prize is presented 
by the king and queen in royal fashion. All the Nobel recip-
ients are able to live for a few days in the manner to which 
they would like to become accustomed.
Van Kranendonk: Well, perhaps on this note we should end, 
and may I then ask you to join me in thanking Professor Rabi 
for his visit, for his talk. And let’s send him our best wishes.
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H ISTORICAL PARALLELS are never exact. Each de-
velopment in science is something new and different 

from any which preceded it. Still it may be illuminating to 
discuss the progress that has recently been made in quantum 
electrodynamics, using the historical development of classi-
cal electrodynamics as a standard of comparison. So may we 
see our present knowledge and our present difficulties in 
their proper perspective. If Faraday’s appeal quoted above 
had been more effectively answered in his day, might not 
electromagnetic waves have been discovered less than thirty 
years later? We cannot answer such a hypothetical question. 
But every theoretical physicist who reads Faraday’s words 
will be uncomfortably aware that similar appeals are still 
being made and are still not being answered. This article at-
tempts to express in simple words the results of our recent 
thinking in quantum electrodynamics, not fully, but clearly 
and definitely so far as that is possible.

First the meaning and scope of quantum electrodynamics 
must be defined. In our present state of ignorance we find it 
necessary to separate our ideas about the physical world into 
three compartments. In the first compartment we put our 
knowledge of nuclear structure, protons, neutrons, mesons, 
neutrinos, and the interactions of these particles with one an-
other. In the second compartment we put theories of the 
large-scale structure and geometry of the universe, including 
Einstein’s general theory of gravitation. In the third compart-
ment we put our knowledge of all other phenomena, every-
thing intermediate in scale between an atomic nucleus and a 
massive star. The third compartment includes the whole of 

classical mechanics, optics and electrodynamics, special rela-
tivity and extra-nuclear atomic physics. The convenience of 
these compartments is that they enable us to isolate the areas 
of our ignorance. The first two compartments are full of un-
digested experimental information, empirical rules, and mu-
tually contradictory assumptions. These fields are only begin-
ning to be explored and organized. On the other hand, the 
third compartment is unified by a logically consistent theory. 
We possess a set of mathematical equations which agree 
quantitatively, so far as is known, with all the wealth of accu-
rate experimental data in this field. The equations consist of 
laws of motion for electrons, positrons, photons, and electro-
magnetic fields, incorporating the principles of quantum me-
chanics and of special relativity. This theory of the third com-
partment is what we mean by quantum electrodynamics.

QUANTUM ELECTRODYNAMICS occupies a unique 
position in contemporary physics. It is the only part of 

our science which has been completely reduced to a set of 
precise equations. It is the only field in which we can choose 
a hypothetical experiment and predict the result to five places 
of decimals, confident that the theory takes into account all 
the factors that are involved. Quantum electrodynamics gives 
us a complete description of what an electron does; therefore 
in a certain sense it gives us an understanding of what an 
electron is. It is only in quantum electrodynamics that our 
knowledge is so exact that we can feel we have some grasp 
of the nature of an elementary particle. That is the reason why 
theoretical physicists for the last thirty years have concen-

Quantum       Electrodynamics
By F. J. Dyson

There is one thing I would be glad to ask you. When a 
mathematician engaged in investigating physical 
actions and results has arrived at his conclusions, may 
they not be expressed in common language as fully, 
clearly, and definitely as in mathematical formulae? If 
so, would it not be a great boon to such as I to express 
them so?—translating them out of their hieroglyphics, 
that we might also work upon them by experiment.

From a letter of Faraday to Maxwell, 
1857, quoted by Sir Lawrence Bragg, 
Nature 169, 684 (1952).
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Freeman J. Dyson, theoretical physicist at Cornell University’s 
Laboratory of Nuclear Studies, is one of the numerically small 
group of theorists who have contributed so heavily during the 
past few years to the mathematical development of quantum 
electrodynamics.

Quantum       Electrodynamics
trated their efforts so persistently on the electron. We must 
expect that the concepts, to which we have been led in our 
study of the electron, will later find their natural place in a 
more extended theory of elementary particles. Without these 
concepts and their mathematical expression in quantum elec-
trodynamics, speculations concerning the nature of elemen-
tary particles would be mere guess-work.

The basic equations of quantum electrodynamics were 
formulated by Heisenberg, Pauli, and Dirac during the pe-
riod from 1927 to 1929. Historically, they were the Maxwells 
of the new science. Just as Maxwell’s equations in the thirty 
years after their discovery were triumphantly verified in ex-
periment after experiment, so the equations of Heisenberg-
Pauli-Dirac were tested during the 1930s and were found to 
give a correct account of all phenomena at that time accessi-
ble to exact measurement. In particular, all the complicated 
details of atomic spectra, and also the spectacular process of 
cascade multiplication of electrons and positrons observed in 
high-energy cosmic-ray showers, were shown to be in agree-
ment with the theory.

Without stretching our analogies unduly, the historical par-
allelism between the development of classical and quantum 
electrodynamics can be pushed a great deal further, so as to 
include the events of the present day. After its initial successes, 
the Maxwell theory was found to have a perplexing feature. It 
predicted that the results of experiments should depend on 
the absolute velocity of the measuring instruments through 
space, the space being filled with an ether which provided an 
absolute frame of reference. It was one of the central features 

of Newtonian mechanics, on which Newton himself laid 
much stress, that no such observable effects of absolute veloc-
ities could exist. Thus the Maxwell theory, while not inconsis-
tent with Newtonian mechanics, implied the abandonment of 
one of Newton’s most cherished principles. Fortunately for 
Maxwell, the predicted effects of absolute velocity on measur-
able quantities were always of the order of the square of the 
ratio of the velocity to the velocity of light, and therefore too 
small to be detectable during his lifetime. So long as this was 
the case, it was possible to hold either of two opinions con-
cerning these effects; either the effects would in time be dis-
covered and the Newtonian principle would be disproved, or 
the effects would be shown to be absent and Maxwell’s theory 
would have to be modified. Meanwhile, until the decision be-
came experimentally possible, physicists could continue hap-
pily to believe in both Maxwell’s and Newton’s principles.

A STRANGELY SIMILAR evolution of ideas took place 
in quantum electrodynamics in the 1930s. It was early 

realized that the electromagnetic field around an electron car-
ried with it energy, and that this energy possessed mass and 
inertia by virtue of Einstein’s law of equivalence of mass and 
energy. The motion of an electron should thus be affected by 
some kind of dragging force resulting from the inertia of its 
own field. The effect of such a force1 on the electron’s motion 

 ​1. ​Strictly speaking, a reaction force is produced both by the field 
which the electron radiates away into space and by the field which 
the electron carries around and does not radiate. We use the words 
“field reaction” here to mean only the second of these two forces.
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was called the “field reaction.” As the theory was developed, 
two things gradually became clear. On the one hand, if calcu-
lations were made consistently ignoring the field reaction 
wherever it appeared, the results agreed perfectly with the 
experiments. On the other hand, when calculations including 
the field reaction were attempted, the results were always 
meaningless; the inertia of the electron’s self-field turned out 
to be infinite and therefore the electron was predicted to be-
have like a particle of infinite mass. The physicists of that 
period were simply baffled by the situation. They had a theory 
which by every experimental test was shown to be correct. 
Yet its success depended on excluding from consideration 
the field reaction force, and excluding this force came close to 
denying the validity of Newton’s law of the equality of action 
and reaction. If the electron can set up stresses in the electro-
magnetic field around it, how can these stresses be prevented 
from reacting back upon the motion of the electron?

Physicists were agreed upon one point. The experiments 
showed that the field reaction, if it existed, was too small to 
be detected by the techniques of that period. Trying to un-
derstand this fact, physicists split into two main opinions. 
One group held that the basic equations of the theory were 
correct, and that only the method of making calculations 
needed to be changed, so that the infinite reaction forces 
would be automatically omitted. The other group held that 
the basic equations of the theory should be modified in var-
ious ways so as to make the reaction forces finite. According 
to the first group the measured reaction force should be 
strictly zero; according to the second group it should be not 
zero but small. Neither group succeeded in making their 
arguments convincing; neither group had any physical 
model by which to justify their recommended procedures. 
Lacking an experimental test of these hypotheses, the major-
ity of physicists continued to believe both in the general 
correctness of quantum electrodynamics and in the law of 
action and reaction. This unsatisfactory state of affairs per-
sisted until the summer of 1947.

Both for the Maxwell theory and for quantum electrody-
namics, the choice between contradictory alternatives was 
finally forced on theoretical physicists by a decisive experi-
ment. The Michelson–Morley experiment of 1887 showed 
that Maxwell’s predicted effects of the absolute velocity of 
measuring apparatus on the results of observations were 
nonexistent. The Lamb–Retherford experiment of 1947, a 
precise measurement of the fine-structure of the atomic hy-
drogen spectrum using the new technique of radio-frequency 
spectroscopy, showed that the field reaction force on an elec-
tron existed and produced a finite measurable displacement 
of the spectral lines. The physicists of the 1890s were thus 
faced with the necessity of reformulating the Maxwell theory, 
and those of the 1940s with the problem of reformulating 
quantum electrodynamics. In both cases, it was the experi-
mental knowledge of what the results of the new theory 
ought to be which stimulated the efforts of the theorists and 
made a successful outcome possible.

It was Lorentz who created the new classical electrody-
namics. The new theory was in fact not a departure from the 
Maxwell theory. It was a reinterpretation of the Maxwell 
theory, taking into account the fact that the electrical and 
mechanical properties of measuring instruments are not ex-
perimentally separable. In particular, the length of a solid 
object such as a measuring rod is determined by electrical 
forces between its constituent atoms, and other mechanical 
properties are in a similar way mixed up with electromag-
netic effects. Lorentz observed that in any experiment in 
which the electrical effects of absolute motion through the 
ether should be detectable, there would also be effects of the 
same order of magnitude arising from effects of the motion 
on the mechanical properties of the apparatus. These me-
chanical effects would have to be included in any complete 
theory of the Michelson–Morley experiment. In particular, 
the effect of an “ether-wind” blowing lengthwise through the 
atoms of a measuring rod would be to diminish the length of 
the rod by a definite factor depending on the velocity. This 
special effect is called the “FitzGerald contraction” in honor 
of the man who first suggested it in 1893. Lorentz found that 
when all these effects of absolute velocity, electrical and me-
chanical, were taken correctly into account, they cancelled 
each other out exactly. The result of any measurement in any 
possible experiment would be independent of the absolute 
velocity, in agreement with the experience of Michelson and 
Morley. By reinterpreting the Maxwell theory in this way, 
Lorentz preserved the Newtonian principle of the unobserv-
ability of absolute velocities. This principle appeared in his 
theory as something of a miracle; the theory started with a 
real ether having a definite velocity relative to the measuring 
instruments; only at the end after long calculations it turned 
out that the ether velocity had no effect on the instruments’ 
readings. Lorentz however was satisfied with his theory. It 
was ingenious and it gave the right answers to practical ques-
tions. What more could one want?

A PPROPRIATELY the new quantum electrodynamics 
of 1947 originated with an idea proposed by Kramers, 

whose recent death is such a heavy loss to physics, and who 
happened to be the successor of Lorentz at Leiden. The math-
ematical formalism was later developed by Schwinger, Bethe, 
Tomonaga, and others. Kramers’ idea was a simple one, and 
similar to that of Lorentz fifty years earlier. Kramers observed 
that the problematical inertial force on an electron due to the 
field reaction could under no circumstances be experimen-
tally separated from the effects of the electron’s ordinary 
mechanical inertia. The only observable inertia is the total 
inertia, the sum of the mechanical and the electrical effects. 
The physicists of the 1930s made the mistake of confusing the 
unobservable mechanical mass of an electron (let us call it m0) 
with the observed mass of a free electron (let us call it m). For 
example, they calculated the field reaction inertia of an elec-
tron bound in a hydrogen atom, finding the result which we 
will call δm, an infinite quantity. They concluded that the total 
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inertia of the bound electron should be (m + δm), which is 
infinite since m is finite. This would be an infinite value for 
an observable quantity and would necessarily imply that the 
theory is wrong. However, as Kramers pointed out, the total 
inertia of the bound electron is not (m + δm) but

m0 + δm = m + δm − (m − m0).

The quantity (m − m0) is by definition just the field inertia 
or the δm calculated for a free electron. For the observable 
total inertia to be finite, it is not necessary for δm to be finite. 
It is only necessary that the difference between the δm calcu-
lated for the bound electron and for a free electron be finite. 
Kramers suggested, and Schwinger afterwards verified, that 
this difference is in fact finite. This difference then represents 
the difference between the total inertia of a bound and a free 
electron, which is the quantity which is directly measured in 
the Lamb–Retherford experiment. After long and delicate 
calculations, it has recently been shown that the theoretical 
and experimental values of the difference agree to a phenom-
enally high degree of accuracy (at present about one part in 
a thousand, in an effect which was ten years ago beyond the 
limit of detection!).

The new quantum electrodynamics is, like the Lorentz 
electrodynamics, only a reinterpretation and not a depar-
ture from the older theory. It differs from the old theory 
only in this, that we now take consistently into account the 
effects of field reaction not only on the measured quantities 
but also on the standard mass m with which the measured 
quantities are compared. We can prove quite generally that 
when observable quantities are calculated and the results 
expressed in terms of the mass m instead of the unobservable 
m0, the infinite expressions always cancel out and the results 
are finite. Further, the finite results have always turned out 
to agree with the experiments. A similar argument is also 
applied to the electronic charge. The measured charge on 
an electron, which we call e, is different from the quantity 
e0 which appears in the starting equations of the theory, as 
a result of field reactions. If e is calculated in terms of e0, the 
result involves infinities. But e0 is an unobservable quantity, 
and measured quantities when expressed in terms of e are 
always finite. Therefore we have in the end a completely 
precise and workable theory. The starting equations con-
tain the quantities m0 and e0 which are unobservable. When 
we make calculations of observable effects, we obtain ex-
pressions involving m0 and e0 together with infinite quan-
tities, divergent integrals, and so forth. We have not to be 
afraid of the infinite quantities. We treat them as if they 
were ordinary numbers, and then at the end of the calcula-
tion, when everything is expressed in terms of the observed 
mass m and charge e, all the infinities drop out and the result 
is finite.

We are proud of our new quantum electrodynamics. Like 
the Lorentz theory, it is a triumph of ingenuity, and it succeeds 
in reconciling all the contradictions of the older theory without 
abandoning anything of value. It also shares with the Lorentz 

theory one other most striking feature. Namely, the whole 
success of the theory is based on an unexplained miracle. In 
the starting equations of the Lorentz theory there is a stationary 
ether. In quantum electrodynamics the starting equations in-
volve the unobservable and mathematically meaningless sym-
bols e0 and m0. In both cases there is a complicated mathemat-
ical cancellation, so that in calculations of observable quantities 
the final results are independent of either the ether velocity or 
of the meaningless symbols. Why these miraculous cancella-
tions occur, the theories do not explain.

W E HAVE NOW brought our historical parallel down 
to the present moment. Can we extend it further still? 

The subsequent history of the Lorentz theory at least is well 
known. After Lorentz had worked for many years creating 
and perfecting his theory, Einstein appeared with the expla-
nation of the miracle. He showed that all the consequences 
of the Lorentz theory could be deduced from a much simpler 
theory involving a new physical principle, the principle of 
special relativity. In the new theory there was no ether, no 
absolute velocities. Thus the absence of experimental effects 
of absolute velocities was assured from the beginning. The 
impossibility of detecting absolute motion in space was for 
Einstein the starting point, and everything else was derived 
from it. Einstein’s theory did not substantially depart from 
the Lorentz theory in its predictions. Einstein simply turned 
the Lorentz theory upside down, so that the endpoint became 
the starting point and vice versa. After this inversion, all the 
satisfactory features of the Lorentz theory remained, and 
only the unobservable complications, the ether and the abso-
lute velocities, vanished. Einstein’s formulation of classical 
electrodynamics is so simple and complete that it still stands 
substantially as it did in 1905.

Can we hope for a similar revolution in quantum electro-
dynamics? It is my firm belief that we can. What we require 
is again to turn the theory upside down, so that its conse-
quences remain unchanged while its principles are clarified. 
We need to find a way of starting the theory, so that the un-
observable quantities e0 and m0 do not appear at all in the 
equations. That is, we need to describe an electron from the 
beginning, not as a mechanical particle plus an electromag-
netic field, but as a unified whole. The new description should 
be based on a physical principle, similar to the principle of 
relativity, expressing just the impossibility of making an ex-
perimental separation of an electron into its mechanical and 
electrical parts. Only when we have such a description shall 
we understand the real reasons for the success of our present 
theory. To me it seems that this argument leads to a positive 
conclusion, that the unexplained success of the present theory 
is in itself a guarantee that a new and simpler description is 
waiting to be discovered. How long shall we have to wait for 
the discovery? This no one can guess. We must only be patient, 
and remember that the time scale of fundamental understand-
ing is always slow. From Maxwell to Einstein was forty years, 
from Dirac to the present only twenty-five. � PT
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J ohn Stewart Bell and I met over tea in the common 
room of CERN’s theory division. I had arrived a few 
weeks earlier, in April 1978, to work as an Austrian 
fellow. After one of the weekly theoretical seminars, 
the division held a welcome reception for all its new-

comers. John was an impressive man, about 17 years older 
than me, with metal- rimmed glasses, red hair, and a beard. 
He asked about my research field, and when I replied, “quar-
konium,” he showed great interest. We immediately started 
a lively discussion in his office— the beginning of a fruitful 
collaboration and warm friendship.

The partner
Quarkonium, in analogy to positronium, designates a bound 
quark– antiquark system. Such states appear as narrow 

peaks in the energy spectra that are obtained after hadrons 
(particles containing quarks) interact; for that reason, quar-
konium states are often called resonances. During the 1970s 
particle physicists discovered several such resonances, in-
cluding the J/ψ, a bound state of charm and anticharm, and 
the Υ, a bound state of bott om and antibott om. The proper-
ties of those particles had to be understood, and so quarko-
nium states were a popular research fi eld when John and I 
fi rst got together.

At the time, physicists recognized that they could get 
prett y far considering just short- distance quark interactions. 
For instance, one could accurately predict the lifetimes of 
resonances.1 John and I, however, wanted to understand the 
positions of the resonances; to do that, we had to include 
long- range interactions, which considerably upped the com-
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professor of physics at 
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John Bell, with whom I had a fruitful collaboration and warm friendship, is best 
known for his seminal work on the foundations of quantum physics, but he also 
made outstanding contributions to particle physics and accelerator physics.
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plexity of the calculations. For one thing, we had to 
consider interactions with and among gluons—
particles analogous to photons—that convey the 
strong force that holds quarks together. That required 
us to go beyond perturbation theory and include the 
so-­called gluon condensate: gluon fluctuations in the 
quantum chromodynamics vacuum.

Our approach was to approximate the full quan-
tum field theory by something called potential theory, 
then a rather popular model. Within that framework, 
we succeeded in obtaining the ground-state energies 
of the J/ψ and Υ resonances2 to within about 10%, 
though we were not able to construct a totally satis-
factory bridge between the potential theory we used 
and the full-­fledged quantum theory.3 In carrying out 
our work, we had to make use of mathematical func-
tions called moments. In view of the surprising suc-
cess we achieved in obtaining the ground-state ener-
gies, we titled our paper “Magic moments.”

I well remember one of our afternoon rituals. John, 
a true Irishman, always had to drink tea at four o’clock; 
figure 1 shows us checking out a sample at his home. We also 
practiced our ritual in the CERN cafeteria, where John always 
ordered deux infusions verveine, s’il vous plaît—two infusions of 
verbena, his favorite tea, for us to enjoy together. There, in a 
relaxed atmosphere, we talked about physics and philosophy. 
At times we were joined by my artist wife, Renate, and then 
the three of us had heated debates about modern art.

The particle physicist
John was a highly esteemed particle physicist who fasci-
nated me with his extraordinary personality. I felt his fa-
therly kindness and admired his knowledge and wisdom. 
He had a deep understanding of quantum field theory and 
liked to illustrate his ideas with basic examples. He wrote 
several celebrated papers in particle physics, of which I’ll 
mention just a few.
John’s PhD thesis, submitted in the mid 1950s, included a 

fundamental paper, “Time reversal in field theory.”4 In that 
work he proved the so-called CPT theorem, where C is the 
charge conjugation operator, which replaces particles with 
antiparticles; P is the parity operator, which performs an in-
version through the origin; and T is the time-reversal opera-
tion. The theorem states that any quantum field theory satis-
fying a small set of standard assumptions must be CPT 
symmetric. (For the record, the assumptions are that the theory 
is Lorentz invariant, local, and possesses a Hermitian Hamil-
tonian.) For many years all the credit went to Gerhart Lüders 
and Wolfgang Pauli, who proved the theorem a little bit before 
John did, but nowadays John is also rightly recognized.

John’s most far-reaching contribution to particle physics 
was a paper called “A PCAC puzzle: π0 → γγ in the σ-model,” 
written with Roman Jackiw, who was a postdoc at CERN at 
the time.5 The “PCAC” in the title stands for “partially con-
served axial current.” The details aren’t important here, but 

the idea is that the existence of a symmetry—the chiral sym-
metry that seemed to imply a conserved axial current in the 
limit that pions are massless—precluded the decay of the pion 
into two photons. The solution to the puzzle was that the very 
process of quantization can lead to the breakdown of a clas-
sical symmetry; when that happens, the quantum theory is 
said to be anomalous. Ultimately, the chiral-symmetry anom-
aly is responsible for the pion decay.

Stephen Adler helped to clarify the anomaly issue in a paper 
written independently of Bell and Jackiw’s work.6 Nowadays, 
the chiral anomaly is often referred to as the Adler-Bell-­Jackiw 
anomaly. Further studies revealed anomalies to be not just a 
pathology of the quantization procedure but also keys to a 
deeper understanding of quantum field theory.7 Anomalies are 
widespread in physical theories, including the standard model 
of particle physics and theories of gravitation.
Also worthy of mention is John’s influential review “Weak 

interaction of kaons,” coauthored with experimentalist Jack 
Steinberger, and the pioneering work on vector bosons and 
neutrino reactions that John wrote with his colleague Marti-
nus Veltman.8 

The accelerator physicist
After graduating from Queen’s University Belfast in 1949 
with two bachelor’s degrees, John began his scientific ca-
reer at the UK Atomic Energy Research Establishment at 
Harwell. There he met his future wife, Mary Ross, a reactor 
and accelerator physicist. She was working in the theoret-
ical physics division, which was led by Klaus Fuchs, the 
well-known physicist who later got sentenced to prison 
because of his atomic espionage for the Soviet Union. In 
1954 John and Mary were married and began to pursue 
their careers together.

Shortly after John came to Harwell, he and Mary were 
sent to the Telecommunications Research Establishment in 
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Figure 1. Afternoon tea was a must 
when John Bell (right) and I (left) were 
working together. This shot was taken at 
John’s home in 1980. (Photograph © 
Renate Bertlmann.)
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Malvern, where they stayed for about a year to work in Wil-
liam Walkinshaw’s accelerator group. Walkinshaw highly 
appreciated John’s abilities and noted that he “was a young 
man of high caliber who soon showed his independence on 
choice of project, with a special liking for particle dynamics. 
His mathematical talent was superb and elegant.”9

Alone or in collaboration with Walkinshaw, John wrote 
several papers, mostly on how to focus a bunch of elec-
trons or protons in a linear accelerator. In 1951 the whole 
accelerator group moved back to Harwell; soon after that, 
John turned to particle physics. By the end of the 1950s, he 
and Mary had become attracted to CERN, Europe’s largest 
laboratory for basic science. The two moved there in 1960, 
John to be part of the theory division and Mary to join the 
accelerator research group.

During the 1980s John and Mary collaborated on accel-
erator work and wrote several papers together. One exam-
ple is “Electron cooling in storage rings,” in which they 
analyzed how changes in the electron velocity distribution 
would affect the electrons’ ability to cool ion or proton 
beams in storage rings such as the Low Energy Antiproton 
Ring at CERN.8 That paper was dedicated to Yuri Orlov, an 
accelerator physicist who was then imprisoned in the So-
viet Union for his human rights activism and was freed 

later on. Such an act of solidarity was typ-
ical of the Bells.

A particularly attractive work, in my 
opinion, was Bell’s combination of the 
Unruh effect of quantum field theory with 
accelerator physics. According to William 
Unruh, an observer who is uniformly ac-
celerated through the electromagnetic 
vacuum will experience blackbody radia-
tion with a temperature proportional to 
the acceleration. John’s idea was to use 
electrons as the accelerated observers and 
the polarization of the electron beam as 
the thermometer that measures the tem-
perature of the blackbody radiation. The 
result, published together with Jon Lein-
aas, a CERN fellow from Norway, was that 
the effect of the acceleration was small but 
measurable.8

I become famous
At CERN, John was a kind of oracle for 
particle physics, consulted by many col-
leagues who wanted to get his approval 
for their ideas. Of course, I had heard that 
he was also a leading figure in quantum 
mechanics—specifically, in quantum foun-
dations. But nobody, either at CERN or 
anywhere else, could actually explain his 
foundational work to me. The standard an-
swer was, “He discovered some relation 

whose consequence was that quantum mechanics turned 
out all right. But we knew that anyway, so don’t worry.” And 
I didn’t. John, for his part, never mentioned his quantum 
work to me during the early years of our collaboration.

At the end of the summer of 1980, I returned for a while to 
my home institute, the University of Vienna. There was no 
internet then, and it was a common practice for physicists to 
send preprints of their work to all the main physics institu-
tions in the world before their papers were published. Each 
week we in Vienna would exhibit the new incoming preprints 
on a special shelf.

One day I was sitting in our computer room with my 
computer cards, when my colleague Gerhard Ecker rushed 
in, waving a preprint in his hands. He shouted, “Reinhold, 
look, now you’re famous!” I could hardly believe my eyes as 
I read and reread the title of a paper by John, “Bertlmann’s 
socks and the nature of reality.”8,10 I was totally stunned. As 
I read the first page, my heart stood still. The paper begins

The philosopher in the street, who has not suf-
fered a course in quantum mechanics, is quite 
unimpressed by Einstein-Podolsky-Rosen [EPR] 
correlations. He can point to many examples of 
similar correlations in everyday life. The case of 

Figure 2. My socks were always of two different colors, as John Bell observed in this 
cartoon accompanying his paper “Bertlmann’s socks and the nature of reality.”8,10 The 
paper, which addressed the difference between quantum and classical correlations, was 
based on a colloquium, “Conceptual Implications of Quantum Mechanics,” organized by 
the Hugot Foundation of the Collège de France.
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Bertlmann’s socks is often cited. Dr. Bertlmann 
likes to wear two socks of different colours. Which 
colour he will have on a given foot on a given day 
is quite unpredictable. But when you see that the 
first sock is pink you can be already sure that the 
second sock will not be pink. Observation of the 
first, and experience of Bertlmann, gives immedi-
ate information about the second. There is no ac-
counting for tastes, but apart from that there is no 
mystery here. And is not the EPR business [re-
garding quantum correlations] just the same?

John’s paper included a cartoon (figure 2) that showed me 
with my odd socks; seeing it nearly knocked me down. It 
came so unexpectedly. I had no idea that John had noticed 
my habit of wearing socks of different colors—a habit I had 
cultivated since my early student days as my special 1960s-
era protest. The article immediately pushed me into the quan-
tum debate, and it thus really changed my life.

Now the time had come to understand why the “EPR 
business” was not just the same as “Bertlmann’s socks” and 
to appreciate John’s profound insight. I dove into his seminal 
works on hidden-variable theory and on Bell’s inequality (see 
section 3 of reference 8) and his foundational quantum 
works.10 I was impressed by John’s clarity and depth of 
thought. From then on we had fruitful discussions about 
foundational issues; those interactions were a great fortune 
and honor for me. A new world had opened up—the universe 
of John Bell—and it has fascinated me ever since.

The critic of von Neumann
John was never satisfied with interpretations of quantum 
mechanics. Even as a student at Queen’s University Belfast, 
he disliked the Copenhagen interpretation with its essential 
distinction between the quantum and classical worlds. He 

wondered where the quantum world stopped and the clas-
sical world began, and he wanted to get rid of the division.

When David Bohm published his reinterpretation of 
quantum theory as a deterministic, realistic theory with hid-
den variables,11 his work was not appreciated by the physics 
community. Albert Einstein, for example, said that it “seems 
too cheap,” and Wolfgang Pauli rejected it as “artificial meta-
physics.” John, however, was very much impressed and often 
remarked, “I saw the impossible thing done.” For him, it was 
clear that in an appropriate reformulation of quantum theory, 
quantum particles would have definite properties governed 
by hidden variables. “Everything has definite properties,” he 
would often say.

Hidden-variable theories take a set of observables 
{A, B, C, . . .} and assign to each individual system a set of 
eigenvalues {v(A, λ), v(B, λ), v(C, λ), . . .}, one for each ob-
servable. Note that the assigned eigenvalues depend on the 
value of the hidden variable (or variables; there could be 
more than one) λ. For example, A, B, and C could be the x, 
y, and z components of an electron’s spin in units of ℏ/2. 
Then, for a particular λ, {v(A), v(B), v(C)} could be {+1, +1, −1}. 
Different members of an ensemble of states could have dif-
ferent assignments of the plus and minus signs according 
to their own individual λ; thus the hidden-variable theory 
must also provide a probability distribution for λ. When a 
quantum state—a state vector plus the specification of hid-
den variables—uniquely determines measurement out-
comes, the state is said to be dispersion free.

In 1964 John started his investigation “On the problem of 
hidden variables in quantum mechanics”10 by criticizing John 
von Neumann, who had given a proof that dispersion-free 
states, and thus hidden variables, are incompatible with quan-
tum mechanics. What was the criticism? Consider three opera-
tors A, B, and C that satisfy C = A + B. If A and B commute, then 
the assigned eigenvalues must satisfy v(C, λ) = v(A, λ) + v(B, λ).

A B

∣ 〉 ± ∣ 〉↑↓ ↓↑
Source

Alice Bob

a b

Figure 3. John Bell’s famous inequality was derived for the setup illustrated here. A pair of spin-½ particles are prepared in a state of 
zero angular momentum, and each propagates freely in opposite directions to the measuring stations called Alice and Bob. Alice measures 
the spin in a direction a while Bob simultaneously measures in a direction b. In a hidden-variable theory, the measurement results are 
predetermined; the hidden variables might decree, for example, that if Alice measures her spin up, Bob will measure his down. (Adapted 
from R. A. Bertlmann, J. Phys. A 47, 424007, 2014.)

pt_Bertlmann0125.indd   25pt_Bertlmann0125.indd   25 12/10/24   10:11 AM12/10/24   10:11 AM



26  PHYSICS TODAY | JANUARY 2025

MAGIC MOMENTS

Von Neumann, however, imposed the additivity prop-
erty for noncommuting as well as commuting operators. 
“This is wrong,” Bell grumbled, and before giving a general 
proof, he illustrated his dictum with the example of a spin 
measurement. Measuring the spin operator σx requires a 
suitably oriented Stern–Gerlach apparatus. The measure-
ments of σy and σx + σy require different orientations. Since 
the operators cannot be measured simultaneously, there is 
no necessity to impose additivity.

Thus John pointed to models for which results may de-
pend on apparatus settings. Such models are called contex-
tual, and they may agree with quantum mechanics. How-
ever, as demonstrated by the celebrated Kochen–Specker 
theorem, all noncontextual hidden-variable theories are in-
deed in conflict with quantum mechanics.12 

The creator of Bell’s theorem
At the end of his hidden-variable paper, John analyzed 
Bohm’s reformulation more accurately. He discovered that 
according to Bohm’s theory, in a system of two spin-½ 
particles—objects, like the electron, whose spin is ℏ/2—the 

behavior of one particle depends on the char-
acteristics of the other, no matter how far 
apart the two particles are. He wondered, 
Was the dependence on remote characteris-
tics just a defect of Bohm’s particular hidden-
variable model or would it hold more gener-
ally? Thus he was led to his seminal work 
“On the Einstein-Podolsky-Rosen paradox,” 
which contained a proof that the result was 
general—the celebrated Bell inequality.10 

John’s profound discovery was that lo-
cality was incompatible with the statistical 
predictions of quantum mechanics. He pro-
ceeded from Bohm’s spin version of the EPR 
paradox. As shown in figure 3, a pair of 
spin-½ particles in a spin singlet state (that 
is, the angular momentum of the pair is 
zero) propagates freely in opposite direc-
tions to measuring stations called Alice and 
Bob. Alice measures the spin in units of ℏ/2 
along a direction a and obtains A; Bob mea-
sures along b and gets B. In a hidden-
variable theory, the results are predeter-
mined and specified by λ.

Assuming that A does not depend on Bob’s 
measurement settings and B does not depend 
on Alice’s—a condition now called Bell’s lo-
cality hypothesis—the expectation value of 
the joint spin measurement of Alice and Bob 
is given by

E d A B( , ) = ( ) ( , ) · ( , ).a b a bλ ρ λ λ λ∫
Here the function ρ(λ) represents a nor-

malized distribution function for λ.
Alice’s and Bob’s spin measurements must satisfy 

A(a, λ) = ±1 and B(b, λ) = ±1. Given those relations, John 
was able to derive an inequality that must hold in all hid-
den-variable theories satisfying Bell’s locality hypothesis: 
1 + E(b, c) ≥ |E(a, b) − E(a, c)|.

According to quantum mechanics, though, E(a, b) = −a · b. 
Thus the quantum predictions violate Bell’s inequality if, for 
example, a, b, and c lie in the same plane and are oriented, 
respectively, at 0°, 120°, and 60° relative to a common axis.

When I derived Bell’s inequality for the first time, I was 
really impressed that it was possible to discriminate between 
all hidden-variable theories and quantum mechanics. How 
did John find his special combination of expectation values 
that contradicted quantum mechanics for certain sets of mea-
surements? For me as a theorist the job was done. Neverthe-
less, experiment had to decide which was right, hidden-
variable theory or quantum mechanics.

Classic experiments
The first to become interested in experimentally exploring 
Bell inequalities—nowadays there are several—was John 

Figure 4. Real whisky bottles and spooky ghosts coexist in this cartoon that I drew to 
conclude a paper17 dedicated to John Bell on the occasion of his 60th birthday.
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Clauser in the late 1960s. At that time, working in the field 
was a courageous act. Clauser relates, for example, how he 
once had an appointment with Richard Feynman to discuss 
an experimental EPR configuration for testing the predic-
tions of quantum mechanics. Feynman immediately threw 
him out of the office saying, “Well, when you have found 
an error in quantum-theory’s experimental predictions, 
come back then, and we can discuss your problem with it.”13 
Fortunately, Clauser remained stubborn and, with Stuart 
Freedman, carried out the experiment in 1972. The outcome 
is well known; the results were in accord with quantum 
theory and in clear violation of a Bell inequality. Later ex-
periments, notably by Edward Fry and Randall Thompson, 
confirmed the result.14

The 1980s saw a second generation of Bell experiments 
carried out, in particular by Alain Aspect and his group.15 
Aspect and colleagues worked with polarized photons, and 
their goal was to incorporate a fast-switch mechanism for 
the polarizers to exclude a possible mutual influence be-
tween the two observers Alice and Bob. Again, a Bell in-
equality was significantly violated, and again, experimental 
results agreed with the quantum mechanics predictions. In 
my opinion, the Aspect work was a turning point; the phys-
ics community began to realize that such explorations were 
getting at something essential. Research started into what is 
nowadays called quantum information and quantum com-
munication, a flourishing field.

The third generation of Bell experiments commenced in 
the 1990s and has extended into the 21st century. It has taken 
advantage of new technologies such as spontaneous para-
metric down conversion, which is an effective way to create 
entangled photons. Anton Zeilinger and his group, in a land-
mark experiment, were able to ensure that the directions in 
which photon polarization was measured were set randomly 
and independently.16 Fascinating experiments on quantum 
teleportation, quantum cryptography, and long-distance 
quantum communication followed.

A great puzzle
The essential ingredient in all Bell inequalities is Bell’s locality 
hypothesis. So far, all experiments looking for violations in 
Bell inequalities have found them, so we have to conclude, 
along with John, that nature contains a nonlocality in its 
structure. That nonlocality disturbed John deeply, since for 
him it was equivalent to a breaking of Lorentz invariance—a 
feature he could hardly accept. He often remarked, “It’s a 
great puzzle to me. Behind the scenes something is going 
faster than the speed of light.”

John was totally convinced that realism is the proper 
position for a scientist. That is, he believed that experimen-
tal results are predetermined and not induced by the mea-
surement process. In his analysis of EPR correlations, he 
did not so much assume reality as infer it. “It’s a mystery,” 
he said, “if looking at one sock makes the sock pink and the 
other one not-pink at the same time.” He remained faithful 

to the hidden-variable program and was not discouraged 
by the outcome of the EPR–Bell experiments; rather, he 
found them puzzling. As he once remarked to me, “The 
situation is very intriguing that at the foundation of all that 
impressive success [of quantum mechanics] there are these 
great doubts.”

At the end of his “Bertlmann’s socks” paper, John again 
expressed his concern:

It may be that we have to admit that causal influ-
ences do go faster than light. The role of Lorentz 
invariance in the completed theory would then 
be very problematic. An “ether” would be the 
cheapest solution. But the unobservability of this 
ether would be disturbing. So would the impos-
sibility of “messages” faster than light.

I got back at John for “Bertlmann’s socks” in a paper, 
“Bell’s theorem and the nature of reality,”17 that I dedicated 
to him in 1988 on the occasion of his 60th birthday. I sketched 
my conclusion in a cartoon, shown as figure 4. John, who 
strictly avoided alcohol, was very much amused by my illus-
tration, since the spooky, nonlocal ghost emerged from a 
bottle of Bell’s whisky, a brand that really did exist.

When I look back at my collaboration with John and 
remember his honest character and warm friendship, his 
deep and sharp intellect, and the knowledge I owe to him, 
I really feel privileged and thankful for the times I could 
spend with him. They were magic moments indeed.

I thank Renate Bertlmann for her company in all these years and 
for providing figure 1.
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Quantum mechanics is magic1

In May 1935, Albert Einstein, Boris 
Podolsky and Nathan Rosen published2 
an argument that quantum mechanics 
fails to provide a complete description 
of physical reality. Today, 50 years later, 
the EPR paper and the theoretical and 
experimental work it inspired remain 
remarkable for the vivid illustration 
they provide of one of the most bizarre 
aspects of the world revealed to us by 
the quantum theory.

Einstein’s talent for saying memorable 
things did him a disservice when he de-
clared “God does not play dice,” for it has 
been held ever since that the basis for his 
opposition to quantum mechanics was 
the claim that a fundamental understand-
ing of the world can only be statistical. 
But the EPR paper, his most powerful 
attack on the quantum theory, focuses on 
quite a different aspect: the doctrine that 
physical properties have in general no 
objective reality independent of the act of 
observation. As Pascual Jordan put it3

Observations not only disturb 
what has to be measured, they 

produce it. . . . We compel [the 
electron] to assume a definite po-
sition. . . . We ourselves produce 
the results of measurement.

Jordan’s statement is something of a tru-
ism for contemporary physicists. Under-
lying it, we have all been taught, is the 
disruption of what is being measured by 
the act of measurement, made unavoid-
able by the existence of the quantum of 
action, which generally makes it im-
possible even in principle to construct 
probes that can yield the information 
classical intuition expects to be there.

Einstein didn’t like this. He wanted 
things out there to have properties, 
whether or not they were measured:4

We often discussed his notions on 
objective reality. I recall that 
during one walk Einstein sud-
denly stopped, turned to me and 
asked whether I really believed 
that the moon exists only when I 
look at it.

The EPR paper describes a situation 
ingeniously contrived to force the quan-

tum theory into asserting that proper-
ties in a space-time region B are the re-
sult of an act of measurement in another 
space-time region A, so far from B that 
there is no possibility of the measure-
ment in A exerting an influence on re-
gion B by any known dynamical mecha-
nism. Under these conditions, Einstein 
maintained that the properties in A must 
have existed all along.

Spooky actions at a distance
Many of his simplest and most explicit 
statements of this position can be found 
in Einstein’s correspondence with Max 
Born.5 Throughout the book (which 
sometimes reads like a Nabokov novel), 
Born, pained by Einstein’s distaste for 
the statistical character of the quantum 
theory, repeatedly fails, both in his let-
ters and in his later commentary on the 
correspondence, to understand what is 
really bothering Einstein. Einstein tries 
over and over again, without success, to 
make himself clear. In March 1948, for 
example, he writes:

That which really exists in B 
should . . . not depend on what 

Is the Moon there 
when nobody looks? 
Reality and the quantum theory

David Mermin is director of the Laboratory of 
Atomic and Solid State Physics at Cornell 
University. A solid-state theorist, he has recently 
come up with some quasithoughts about 
quasicrystals. He is known to Physics Today 
readers as the person who made “boojum” an 
internationally accepted scientific term. With 
N. W. Ashcroft, he is about to start updating the 
world’s funniest solid-state physics text. He says 
he is bothered by Bell’s theorem, but may have 
rocks in his head anyway.

Einstein maintained that quantum metaphysics entails spooky actions 

at a distance; experiments have now shown that what bothered Einstein 

is not a debatable point but the observed behavior of the real world.

N. David Mermin
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Figure 1. An EPR apparatus. The experimental setup consists of two detectors, A and B, and a source of something (“particles” or 
whatever) C. To start a run, the experimenter pushes the button on C; something passes from C to both detectors. Shortly after the 
button is pushed each detector flashes one of its lights. Putting a brick between the source and one of the detectors prevents that 
detector from flashing, and moving the detectors farther away from the source increases the delay between when the button is 
pushed and when the lights flash. The switch settings on the detectors vary randomly from one run to another. Note that there are 
no connections between the three parts of the apparatus, other than via whatever it is that passes from C to A and B. The photo 
below shows a realization of such an experiment in the laboratory of Alain Aspect in Orsay, France. In the center of the lab is a 
vacuum chamber where individual calcium atoms are excited by the two lasers visible in the picture. The re-emitted photons 
travel 6 meters through the pipes to be detected by a two-channel polarizer.
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IS THE MOON THERE WHEN NOBODY LOOKS?

kind of measurement is carried 
out in part of space A; it should 
also be independent of whether 
or not any measurement at all is 
carried out in space A. If one ad-
heres to this program, one can 
hardly consider the quantum-
theoretical description as a com-
plete representation of the physi-
cally real. If one tries to do so in 
spite of this, one has to assume 
that the physically real in B suf-
fers a sudden change as a result 
of a measurement in A. My in-
stinct for physics bristles at this.

Or, in March 1947,

I cannot seriously believe in [the 
quantum theory] because it can-
not be reconciled with the idea 
that physics should represent a 
reality in time and space, free from 
spooky actions at a distance.

The “spooky actions at a distance” 
(spukhafte Fernwirkungen) are the acqui-
sition of a definite value of a property 
by the system in region B by virtue of 
the measurement carried out in region 
A. The EPR paper presents a wavefunc-
tion that describes two correlated parti-
cles, localized in regions A and B, far 
apart. In this particular two-particle 

state one can learn (in the sense of being 
able to predict with certainty the result 
of a subsequent measurement) either 
the position or the momentum of the 
particle in region B as a result of mea-
suring the corresponding property of 
the particle in region A. If “that which 
really exists” in region B does not de-
pend on what kind of measurement is 
carried out in region A, then the particle 
in region B must have had both a defi-
nite position and a definite momentum 
all along.

Because the quantum theory is in-
trinsically incapable of assigning values 
to both quantities at once, it must pro-
vide an incomplete description of the 
physically real. Unless, of course, one 
asserts that it is only by virtue of the 
position (or momentum) measurement 
in A that the particle in B acquires its 
position (or momentum): spooky ac-
tions at a distance.

At a dramatic moment Pauli appears 
in the Born–Einstein Letters, writing 
Born from Princeton in 1954 with his 
famous tact on display:

Einstein gave me your manu-
script to read; he was not at all 
annoyed with you, but only said 
you were a person who will not 
listen. This agrees with the im-
pression I have formed myself 

insofar as I was unable to recog-
nize Einstein whenever you 
talked about him in either your 
letter or your manuscript. It 
seemed to me as if you had 
erected some dummy Einstein for 
yourself, which you then knocked 
down with great pomp. In partic-
ular, Einstein does not consider 
the concept of “determinism” to 
be as fundamental as it is fre-
quently held to be (as he told me 
emphatically many times). . . . In 
the same way, he disputes that he 
uses as criterion for the admissi-
bility of a theory the question: “Is 
it rigorously deterministic?”

Pauli goes on to state the real nature 
of Einstein’s “philosophical preju-
dice” to Born, emphasizing that “Ein-
stein’s point of departure is ‘realistic’ 
rather than ‘deterministic.’ ” Accord-
ing to Pauli the proper grounds for 
challenging Einstein’s view are sim-
ply that

One should no more rack one’s 
brain about the problem of 
whether something one cannot 
know anything about exists all the 
same, than about the ancient ques-
tion of how many angels are able 
to sit on the point of a needle. But 

Figure 2. The result of a run. Shortly 
after the experimenter pushed the 
button on the source in figure 1 , the 
detectors flash one lamp each. The 
experimenter records the switch 
settings and the colors of the lamps 
and then repeats the experiment. Here, 
for example, the record reads 32RG—
the switches are in positions 3 and 2 and 
the lamps flashed R and G, respectively.
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it seems to me that Einstein’s questions 
are ultimately always of this kind.

Faced with spooky actions at a distance, 
Einstein preferred to believe that things 
one cannot know anything about (such as 
the momentum of a particle with a definite 
position) do exist all the same. In April 1948 
he wrote to Born:

Those physicists who regard the de-
scriptive methods of quantum me-
chanics as definitive in principle 
would . . . drop the requirement for 
the independent existence of the 
physical reality present in different 
parts of space; they would be justified 
in pointing out that the quantum the-
ory nowhere makes explicit use of this 
requirement. I admit this, but would 
point out: when I consider the physi-
cal phenomena known to me, and 
especially those which are being so 
successfully encompassed by quan-
tum mechanics, I still cannot find any 
fact anywhere which would make it 
appear likely that [the] requirement 
will have to be abandoned. I am there-
fore inclined to believe that the de-
scription of quantum mechanics . . . 
has to be regarded as an incomplete 
and indirect description of reality. . . .

A fact is found
The theoretical answer to this challenge to 
provide “any fact anywhere” was given in 
1964 by John S. Bell, in a famous paper6 in 
the short-lived journal Physics. Using a 

gedanken experiment invented7 by David 
Bohm, in which “properties one cannot 
know anything about” (the simultaneous 
values of the spin of a particle along several 
distinct directions) are required to exist by 
the EPR line of reasoning, Bell showed 
(“Bell’s theorem”) that the nonexistence of 
these properties is a direct consequence of 
the quantitative numerical predictions of 
the quantum theory. The conclusion is 
quite independent of whether or not one 
believes that the quantum theory offers a 
complete description of physical reality. If 
the data in such an experiment are in agree-
ment with the numerical predictions of the 
quantum theory, then Einstein’s philosoph-
ical position has to be wrong.

In the last few years, in a beautiful series 
of experiments, Alain Aspect and his collab-
orators at the University of Paris’s Institute 
of Theoretical and Applied Optics in Orsay 
provided8 the experimental answer to Ein-
stein’s challenge by performing a version of 
the EPR experiment under conditions in 
which Bell’s type of analysis applied. They 
showed that the quantum-theoretic predic-
tions were indeed obeyed. Thirty years after 
Einstein’s challenge, a fact—not a metaphys-
ical doctrine—was provided to refute him.

Attitudes toward this particular 50-year 
sequence of intellectual history and scien-
tific discovery vary widely.9 From the very 
start Bohr certainly took it seriously. Léon 
Rosenfeld describes10 the impact of the EPR 
argument:

This onslaught came down upon us as 
a bolt from the blue. Its effect on Bohr 

31RR 22GG 33GG 
33GG 11RR 21GR 
33RR 33GG 13GR 
12GR 31GR 23GR 
33GG 12GG 22RR 
21GR 21GR 11RR 
21RR 33GG 21GR 
22RR 21RR 21RR 
33GG 12GR 23GG 
11GG 22RR 32GR 
23RR 13RG 33RR 
32GR 12RG 33GG 
12GR 23GG 33GG 
12RG 11GG 23GR 
11GG 13RG 21GR 
31RG 21RG 12RR 
12RG 33RR 32GR 
13GR 32GR 32GR 
22GG 32GG 33GG 
12RG 33GG 31RG 
12GR 21RR 13RR 
22GG 12RG 13RG 
23GR 22GG 32RG 
33RR 11GG 31GR 
33GG 23GR 23RR 
31RG 22RR 33RR 
31RR 11GG 13GR 
33RR 32GR 11GG 
32RG 13RG 31GR 
31RG 13GR 31RG 
11RR 23GG 13GR 
23GR 33RR 23RG 
12GG 31GR 31GG 
11GG 13RG 23RG 
13RG 23RR 21RR 
31RG 12GR 23RG 
23GR 31RG 11GG 
31GR 32RG 22GG 
23RG 21GR 11GG 
22RR 22GG 11GG 
12GR 22RR 21RG 
32GR 13RR 11RR 
22RR 21GG 12RG 
12GG 23GR 23GR 
33RR 22GG 32GR 
11RR 22GG 21GG 
23GG 31GG 21RG 
23GG 13GR 13RG 
33RR 21GR 13RG 
23GR 33RR 13RG 
21GG 23RR 13GR 
13GR 22RR 23RG 
33GG 12RR 22GG 
11GG 23RG 11RR 
12RR 23RG 31RG 
12GG 32GR 23RR 
31GG 31RG 23RG 
32RG 22GG 11RR 
21GR 11GG 32RG 
22GG 11GG 32GR 
22RR 21RG 13GG 
13RR 11RR 23GR 
21GG 12RG 32GR 

Figure 3. Data produced by the 
apparatus of figure 1. This is a fragment 
of an enormous set of data generated 
by many, many runs: Each entry shows 
the switch settings and the colors of 
the lights that flashed for a run. The 
switch settings are changed randomly 
from run to run.
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was remarkable. . . . A new worry 
could not have come at a less propi-
tious time. Yet, as soon as Bohr had 
heard my report of Einstein’s argu-
ment, everything else was abandoned.

Bell’s contribution has become cele-
brated in what might be called semipopular 
culture. We read, for example, in The Danc-
ing Wu Li Masters that11

Some physicists are convinced that 
[Bell’s theorem] is the most important 
single work, perhaps, in the history of 
physics.

And indeed, Henry Stapp, a particle theo-
rist at Berkeley, writes that12

Bell’s theorem is the most profound 
discovery of science.

At the other end of the spectrum, Abra-
ham Pais, in his recent biography of Ein-
stein, writes13 of the EPR article—that “bolt 
from the blue,” the basis for “the most pro-
found discovery of science”:

The only part of this article which will 
ultimately survive, I believe, is a 
phrase [“No reasonable definition of 
reality could be expected to permit 
this”] which so poignantly summa-
rizes Einstein’s views on quantum 
mechanics in his later years.

I think it is fair to say that more physi-
cists would side with Pais than with Stapp, 
but between the majority position of near 

indifference and the minority position of 
wild extravagance is an attitude I would 
characterize as balanced. This was ex-
pressed to me most succinctly by a distin-
guished Princeton physicist on the occasion 
of my asking how he thought Einstein 
would have reacted to Bell’s theorem. He 
said that Einstein would have gone home 
and thought about it hard for several 
weeks—that he couldn’t guess what he 
would then have said, except that it would 
have been extremely interesting. He was 
sure that Einstein would have been very 
bothered by Bell’s theorem. Then he added,

Anybody who’s not bothered by 
Bell’s theorem has to have rocks in his 
head.

To this moderate point of view I would 
only add the observation that contempo-
rary physicists come in two varieties. Type 1 
physicists are bothered by EPR and Bell’s 
theorem. Type 2 (the majority) are not, but 
one has to distinguish two subvarieties. 
Type 2a physicists explain why they are not 
bothered. Their explanations tend either to 
miss the point entirely (like Born’s to Ein-
stein) or to contain physical assertions that 
can be shown to be false. Type 2b are not 
bothered and refuse to explain why. Their 
position is unassailable. (There is a variant 
of type 2b who say that Bohr straightened 
out14 the whole business. but refuse to ex-
plain how.)

A gedanken demonstration
To enable you to test which category you 
belong to, I shall describe, in black-box 

31RR 22GG 33GG 
33GG 11RR 21GR 
33RR 33GG 13GR 
12GR 31GR 23GR 
33GG 12GG 22RR 
21GR 21GR 11RR 
21RR 33GG 21GR 
22RR 21RR 21RR 
33GG 12GR 23GG 
11GG 22RR 32GR 
23RR 13RG 33RR 
32GR 12RG 33GG 
12GR 23GG 33GG 
12RG 11GG 23GR 
11GG 13RG 21GR 
31RG 21RG 12RR 
12RG 33RR 32GR 
13GR 32GR 32GR 
22GG 32GG 33GG 
12RG 33GG 31RG 
12GR 21RR 13RR 
22GG 12RG 13RG 
23GR 22GG 32RG 
33RR 11GG 31GR 
33GG 23GR 23RR 
31RG 22RR 33RR 
31RR 11GG 13GR 
33RR 32GR 11GG 
32RG 13RG 31GR 
31RG 13GR 31RG 
11RR 23GG 13GR 
23GR 33RR 23RG 
12GG 31GR 31GG 
11GG 13RG 23RG 
13RG 23RR 21RR 
31RG 12GR 23RG 
23GR 31RG 11GG 
31GR 32RG 22GG 
23RG 21GR 11GG 
22RR 22GG 11GG 
12GR 22RR 21RG 
32GR 13RR 11RR 
22RR 21GG 12RG 
12GG 23GR 23GR 
33RR 22GG 32GR 
11RR 22GG 21GG 
23GG 31GG 21RG 
23GG 13GR 13RG 
33RR 21GR 13RG 
23GR 33RR 13RG 
21GG 23RR 13GR 
13GR 22RR 23RG 
33GG 12RR 22GG 
11GG 23RG 11RR 
12RR 23RG 31RG 
12GG 32GR 23RR 
31GG 31RG 23RG 
32RG 22GG 11RR 
21GR 11GG 32RG 
22GG 11GG 32GR 
22RR 21RG 13GG 
13RR 11RR 23GR 
21GG 12RG 32GR 

Figure 4. Switches set the same: the 
data of figure 3, but highlighted to pick 
out those runs in which both detectors 
had the same switch settings as they 
flashed. Note that in such runs the 
lights always flash the same colors.
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terms, a very simple version of Bell’s 
gedanken experiment, deferring to the very 
end any reference whatever either to the 
underlying mechanism that makes the 
gadget work or to the quantum-theoretic 
analysis that accounts for the data. Per-
haps this backwards way of proceeding 
will make it easier for you to lay aside 
your quantum theoretic prejudices and 
decide afresh whether what I describe is 
or is not strange.15

What I have in mind is a simple gedanken 
demonstration. The apparatus comes in 
three pieces. Two of them (A and B) func-
tion as detectors. They are far apart from 
each other (in the analogous Aspect exper-
iments over 10 meters apart). Each detector 
has a switch that can be set to one of three 
positions; each detector responds to an 
event by flashing either a red light or a 
green one. The third piece (C), midway 
between A and B, functions as a source. 
(See figure 1.)

There are no connections between the 
pieces—no mechanical connections, no 
electromagnetic connections, nor any other 
known kinds of relevant connections. (I 
promise that when you learn what is inside 
the black boxes you will agree that there are 
no connections.) The detectors are thus in-
capable of signaling to each other or to the 
source via any known mechanism, and 
with the exception of the “particles” de-
scribed below, the source has no way of 
signaling to the detectors. The demonstra-
tion proceeds as follows:

The switch of each detector is inde-
pendently and randomly set to one of its 
three positions, and a button is pushed on 

the source; a little after that, each detector 
flashes either red or green. The setting of 
the switches and the colors that flash are 
recorded, and then the whole thing is re-
peated over and over again.

The data consist of a pair of numbers 
and a pair of colors for each run. A run, 
for example, in which A was set to 3, B 
was set to 2, A flashed red, and B flashed 
green, would be recorded as “32RG,” as 
shown in figure 2.

Because there are no built-in connec-
tions between the source C and the detec-
tors A and B, the link between the pressing 
of the button and the flashing of the light 
on a detector can only be provided by the 
passage of something (which we shall call 
a “particle,” though you can call it anything 
you like) between the source and that de-
tector. This can easily be tested; for exam-
ple, by putting a brick between the source 
and a detector. In subsequent runs, that 
detector will not flash. When the brick is 
removed, everything works as before.

Typical data from a large number of 
runs are shown in figure 3. There are just 
two relevant features:
▶ ​If one examines only those runs in which 
the switches have the same setting (figure 
4), then one finds that the lights always 
flash the same colors.
▶ ​If one examines all runs, without any 
regard to how the switches are set (figure 
5), then one finds that the pattern of flash-
ing is completely random. In particular, 
half the time the lights flash the same col-
ors, and half the time different colors.

That is all there is to the gedanken 
demonstration.

31RR 22GG 33GG 
33GG 11RR 21GR 
33RR 33GG 13GR 
12GR 31GR 23GR 
33GG 12GG 22RR 
21GR 21GR 11RR 
21RR 33GG 21GR 
22RR 21RR 21RR 
33GG 12GR 23GG 
11GG 22RR 32GR 
23RR 13RG 33RR 
32GR 12RG 33GG 
12GR 23GG 33GG 
12RG 11GG 23GR 
11GG 13RG 21GR 
31RG 21RG 12RR 
12RG 33RR 32GR 
13GR 32GR 32GR 
22GG 32GG 33GG 
12RG 33GG 31RG 
12GR 21RR 13RR 
22GG 12RG 13RG 
23GR 22GG 32RG 
33RR 11GG 31GR 
33GG 23GR 23RR 
31RG 22RR 33RR 
31RR 11GG 13GR 
33RR 32GR 11GG 
32RG 13RG 31GR 
31RG 13GR 31RG 
11RR 23GG 13GR 
23GR 33RR 23RG 
12GG 31GR 31GG 
11GG 13RG 23RG 
13RG 23RR 21RR 
31RG 12GR 23RG 
23GR 31RG 11GG 
31GR 32RG 22GG 
23RG 21GR 11GG 
22RR 22GG 11GG 
12GR 22RR 21RG 
32GR 13RR 11RR 
22RR 21GG 12RG 
12GG 23GR 23GR 
33RR 22GG 32GR 
11RR 22GG 21GG 
23GG 31GG 21RG 
23GG 13GR 13RG 
33RR 21GR 13RG 
23GR 33RR 13RG 
21GG 23RR 13GR 
13GR 22RR 23RG 
33GG 12RR 22GG 
11GG 23RG 11RR 
12RR 23RG 31RG 
12GG 32GR 23RR 
31GG 31RG 23RG 
32RG 22GG 11RR 
21GR 11GG 32RG 
22GG 11GG 32GR 
22RR 21RG 13GG 
13RR 11RR 23GR 
21GG 12RG 32GR 

Figure 5. Switches set any way: the 
data of figure 3, but highlighted to 
emphasize only the colors of the lights 
that flashed in each run, no matter how 
the switches were set when the lights 
flashed. Note that the pattern of colors 
is completely random.
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Should you be bothered by these data 
unless you have rocks in your head?

How could it work?
Consider only those runs in which the 
switches had the same setting when the 
particles went through the detectors. In 
all such runs the detectors flash the 
same colors. If they could communi-
cate, it would be child’s play to make 
the detectors flash the same colors 
when their switches had the same set-
ting, but they are completely uncon-
nected. Nor can they have been prepro-
grammed always to flash the same 
colors, regardless of what is going on, 
because the detectors are observed to 
flash different colors in at least some of 
those runs in which their switches are 
differently set, and the switch settings 
are independent random events.

How, then, are we to account for the 
first feature of the data? No problem 
at all. Born, in fact, in a letter of May 

1948, offers5 such an explanation to 
Einstein:

It seems to me that your axiom of 
the “independence of spatially sep-
arated objects A and B” is not as 
convincing as you make out. It 
does not take into account the fact 
of coherence; objects far apart in 
space which have a common origin 
need not be independent. I believe 
that this cannot be denied and sim-
ply has to be accepted. Dirac has 
based his whole book on this.

In our case the detectors are triggered 
by particles that have a common origin 
at the source C. It is then easy to dream 
up any number of explanations for the 
first feature of the data.

Suppose, for example, that what 
each particle encounters as it enters its 
detector is a target (figure 6) divided 
into eight regions, labeled RRR, RRG, 

RGR, RGG, GRR, GRG, GGR, and GGG. 
Suppose each detector is wired so that 
if a particle lands in the GRG bin, the 
detector flips into a mode in which the 
light flashes G if the switch is set to 1, R 
if it is set to 2, and G if it is set to 3; RGG 
leads to a mode with R for 1 and G for 
2 and 3, and so on. We can then easily 
account for the fact that the lights al-
ways flash the same colors when the 
switches have the same settings by as-
suming that in each run the source al-
ways fires its particles into bins with the 
same labels.

Evidently this is not the only way. 
One could imagine that particles come 
in eight varieties: cubes, spheres, tetra-
hedra, . . . . All settings produce R when 
a cube is detected, a sphere results in R 
for settings 1 and 2, G for setting 3, and 
so forth. The first feature of the data is 
then accounted for if the two particles 
produced by the source in each run are 
always both of the same variety.

Figure 6. Model of a detector to produce 
data like those in figure 4. Particles from the 
source fall with equal probability into any of 
the eight bins; for each bin the color flashed 
depends on the switch as indicated on the 
back of the box.
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Common to all such explanations is 
the requirement that each particle 
should, in one way or another, carry to 
its detector a set of instructions for how 
it is to flash for each of the three possible 
switch settings, and that in any run of 
the experiment both particles should 
carry the same instruction sets:
▶ ​A set of instructions that covers each of 
the three possible settings is required be-
cause there is no communication between 
the source and the detectors other than 
the particles themselves. In runs in which 
the switches have the same setting, the 
particles cannot know whether that set-
ting will be 11, 22, or 33. For the detectors 
always to flash the same colors when the 
switches have the same setting, the parti-
cles must carry instructions that specify 
colors for each of the three possibilities.
▶ ​The absence of communication be-
tween source and detectors also re-
quires that the particles carry such in-
struction sets in every run of the 
experiment—even those in which the 
switches end up with different set-
tings—because the particles always 

have to be prepared: Any run may turn 
out to be one in which the switches end 
up with the same settings.

This generic explanation is pictured 
schematically in figure 7.

Alas, this explanation—the only one, 
I maintain, that someone not steeped in 
quantum mechanics will ever be able to 
come up with (though it is an entertain-
ing game to challenge people to try)—is 
untenable. It is inconsistent with the 
second feature of the data: There is no 
conceivable way to assign such instruc-
tion sets to the particles from one run to 
the next that can account for the fact 
that in all runs taken together, without 
regard to how the switches are set, the 
same colors flash half the time.

Pause to note that we are about to 
show that “something one cannot know 
anything about”—the third entry in an 
instruction set—cannot exist. For even 
if instruction sets did exist, one could 
never learn more than two of the three 
entries (revealed in those runs where 
the switches ended up with two differ-
ent settings). Here is the argument.

Consider a particular instruction set, 
for example, RRG. Should both parti-
cles be issued the instruction set RRG, 
then the detectors will flash the same 
colors when the switches are set to 11, 
22, 33, 12, or 21; they will flash different 
colors for 13, 31, 23, or 32. Because the 
switches at each detector are set ran-
domly and independently, each of these 
nine cases is equally likely, so the in-
structions set RRG will result in the 
same colors flashing 5/9 of the time.

Evidently the same conclusion holds 
for the sets RGR, GRR, GGR, GRG and 
RGG, because the argument uses only 
the fact that one color appears twice 
and the other once. All six such instruc-
tion sets also result in the same colors 
flashing 5/9 of the time.

But the only instruction sets left are 
RRR and GGG, and these each result in 
the same colors flashing all of the time.

Therefore if instruction sets exist, the 
same colors will flash in at least 5/9 of all 
the runs, regardless of how the instruc-
tion sets are distributed from one run of 
the demonstration to the next. This is 

Figure 7. Instruction sets. To 
guarantee that the detectors of 
figure 6 flash the same color when 
the switches are set the same, the 
two particles must in one way or 
another carry instruction sets 
specifying how their detectors are 
to flash for each possible switch 
setting. The results of any one run 
reveal nothing about the 
instructions beyond the actual 
data; so in this case, for example, 
the first instruction (1R) is 
“something one cannot know 
anything about,” and I’ve only 
guessed at it, assuming that “it 
exists all the same.”
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Bell’s theorem (also known as Bell’s in-
equality) for the gedanken demonstration.

But in the actual gedanken demon-
stration the same colors flash only 1/2 the 
time. The data described above violate 
this Bell’s inequality, and therefore 
there can be no instruction sets.

If you don’t already know how the 
trick is done, may I urge you, before 
reading how the gedanken demonstra-
tion works, to try to invent some other 
explanation for the first feature of the 
data that does not introduce connec-
tions between the three parts of the 
apparatus or prove to be incompatible 
with the second feature.

One way to do it
Here is one way to make such a device:

Let the source produce two particles 
of spin 1/2 in the singlet state, flying apart 
toward the two detectors. (Granted, this 

is not all that easy to do, but in the Orsay 
experiments described below, the same 
effect is achieved with correlated pho-
tons.) Each detector contains a Stern–
Gerlach magnet, oriented along one of 
three directions (a(1), a(2), or a(3)), perpen-
dicular to the line of flight of the parti-
cles, and separated by 120°, as indicated 
in figure 8. The three settings of the 
switch determine which orientation is 
used. The light on one detector flashes 
red or green, depending on whether 
the particle is deflected toward the 
north (spin up) or south (spin down) 
pole of the magnet as it passes between 
them; the other detector uses the oppo-
site color convention.

That’s it. Clearly there are no con-
nections between the source and the 
detectors or between the two detectors. 
We can nevertheless account for the 
data as follows:

When the switches have the same 
setting, the spins of both particles are 
measured along the same direction, so 
the lights will always flash the same 
colors if the measurements along the 
same direction always yield opposite 
values. But this is an immediate conse-
quence of the structure of the spin sin-
glet state, which has the form

|ψ⟩ = (1 / √2)[| + − 〉 − | − + 〉]       (1)

independent of the direction of the spin 
quantization axis, and therefore yields 
+ − or − + with equal probability, but 
never + + or − −, whenever the two spins 
are measured along any common 
direction.

To establish the second feature of the 
data, note that the product m1m2 of the 
results of the two spin measurements 
(each of which can have the values +1/2 or 
−1/2) will have the value −1/4 when the 

Figure 8. A realization of the detector to 
produce the data of figure 3. The particles have 
a magnetic moment and can be separated into 
“spin up” and “spin down” particles by the Stern–
Gerlach magnet inside the detector. Setting the 
switch to positions 1, 2, or 3 rotates the north 
pole of the magnet along the coplanar unit 
vectors a(1), a(2), or a(3), separated by 120°. The 
vector sum of the three unit vectors is, of course, 
zero. The switch positions on the two detectors 
correspond to the same orientations of the 
magnetic field. One detector flashes red for 
spin up, green for spin down; the other uses 
the opposite color convention.
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lights flash the same colors and +1/4 when 
they flash different colors. We must there-
fore show that the product vanishes 
when averaged over all the nine distinct 
pairs of orientations the two Stern–
Gerlach magnets can have. For a given 
pair of orientations, a(i) and a(j), the mean 
value of this product is just the expecta-
tion value in the state ψ of the corre-
sponding product of (commuting) hermi-
tian observables a(i) · S(1) and a(j) · S(2). Thus 
the second feature of the data requires:

0 = ∑ij⟨ψ|[a(i) · S(1)][a(j) · S(2)]|ψ⟩      (2)

But equation 2 is an immediate conse-
quence of the linearity of quantum me-
chanics, which lets one take the sums 
inside the matrix element, and the fact 
that the three unit vectors around an 
equilateral triangle sum to zero:

∑i a(i) = ∑j a(j) = 0                 (3)

This completely accounts for the 
data. It also unmasks the gedanken 
demonstration as a simple embellish-
ment of Bohm’s version of the EPR ex-
periment. If we kept only runs in which 
the switches had the same setting, we 
would have precisely the Bohm–EPR 
experiment. The assertion that instruc-
tion sets exist is then blatant quantum-
theoretic nonsense, for it amounts to the 
insistence that each particle has stamped 
on it in advance the outcome of the mea-
surements of three different spin compo-
nents corresponding to noncommuting 
observables S · a(i), i = 1, 2, 3. According 
to EPR, this is merely a limitation of the 
quantum-theoretic formalism, because 
instruction sets are the only way to ac-
count for the first feature of the data.

Bell’s analysis adds to the discussion 
those runs in which the switches have 
different settings, extracts the second fea-
ture of the data as a further elementary 
prediction of quantum mechanics, and 
demonstrates that any set of data exhibit-
ing this feature is incompatible with the 
existence of the instruction sets appar-
ently required by the first feature, quite 
independently of the formalism used to 

explain the data, and quite independently 
of any doctrines of quantum theology.

The experiments
The experiments of Aspect and his 
colleagues at Orsay confirm that the 
quantum-theoretic predictions for this 
experiment are in fact realized, and that 
the conditions for observing the results of 
the experiment can in fact be achieved. 
(A distinguished colleague once told me 
that the answer to the EPR paradox was 
that correlations in the singlet state 
could never be maintained over macro-
scopic distances—that anything, even 
the passage of a cosmic ray in the next 
room, would disrupt the correlations 
enough to destroy the effect.)

In these experiments the two spin-
1/2 particles are replaced by a pair of 
photons and the spin measurements 
become polarization measurements. 
The photon pairs are emitted by cal-
cium atoms in a radiative cascade after 
suitable pumping by lasers. Because 
the initial and final atomic states have 
J = 0, quantum theory predicts (and 
experiment confirms) that the photons 
will be found to have the same polar-
izations (lights flashing the same col-
ors in the analogous gedanken experi-
ment) if they are measured along the 
same direction—feature number 1. But 
if the polarizations are measured at 
120° angles, then theory predicts (and 
experiment confirms) that they will be 
the same only a quarter of the time 
[1/4 = cos2(120°)]. This is precisely what 
is needed to produce the statistics of 
feature number 2 of the gedanken 
demonstration: The randomly set 
switches end up with the same setting 
(same polarizations measured) 1/3 of the 
time, so in all runs the same colors will 
flash 1/3 × 1 + 2/3 × (1/4) = 1/2 the time. The 
people in Orsay were interested in a 
somewhat modified version of Bell’s 
argument in which the angles of great-
est interest were multiples of 22.5°, but 
they collected data for many different 
angles, and, except for EPR specialists, 

the conceptual differences between the 
two cases are minor.16

There are some remarkable features 
to these experiments. The two polariza-
tion analyzers were placed as far as 13 
meters apart without producing any no-
ticeable change in the results, thereby 
closing the loophole that the strange 
quantum correlations might somehow 
diminish as the distance between re-
gions A and B grew to macroscopic pro-
portions. At such separations it is hard 
to imagine that a polarization measure-
ment of photon #1 could, in any ordinary 
sense of the term, “disturb” photon #2. 
Indeed, at these large separations, a hy-
pothetical disturbance originating when 
one photon passed through its analyzer 
could only reach the other analyzer in 
time to affect the outcome of the second 
polarization measurement if it traveled 
at a superluminal velocity.

In the third paper of the Orsay 
group’s series, bizarre conspiracy theo-
ries are dealt a blow by an ingenious 
mechanism for rapidly switching the 
directions along which the polarizations 
of each photon are measured. Each pho-
ton passes to its detector through a vol-
ume of water that supports an ultra-
sonic standing wave. Depending on the 
instantaneous amplitude of the wave, 
the photon either passes directly into a 
polarizer with one orientation or is 
Bragg reflected into another with a dif-
ferent orientation. The standing waves 
that determine the choice of orientation 
at each detector are independently 
driven and have frequencies so high 
that several cycles take place during the 
light travel time from one detector to the 
other. (This corresponds to a refinement 
of the gedanken demonstration in which, 
to be absolutely safe, the switches are 
not given their random settings until 
after the particles have departed from 
their common source.)

What does it mean?
What is one to make of all this? Are 
there “spooky actions at a distance”? A 
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IS THE MOON THERE WHEN NOBODY LOOKS?

few years ago I received the text of a 
letter from the executive director of a 
California thinktank to the Under Sec-
retary of Defense for Research and En-
gineering, alerting him to the EPR 
correlations:

If in fact we can control the 
faster-than-light nonlocal effect, 
it would be possible . . . to make 
an untappable and unjammable 
command-control-communication 
system at very high bit rates for 
use in the submarine fleet. The 
important point is that since 
there is no ordinary electromag-
netic signal linking the encoder 
with the decoder in such a hy-
pothetical system, there is noth-
ing for the enemy to tap or jam. 
The enemy would have to have 
actual possession of the “black 
box” decoder to intercept the 
message, whose reliability would 
not depend on separation from 
the encoder nor on ocean or 
weather conditions. . . .

Heady stuff indeed! But just what is 
this nonlocal effect? Using the lan-
guage of the gedanken demonstration, 
let us talk about the “N-color” of a 
particle (N can be 1, 2, or 3) as the color 
(red or green ) of the light that flashes 
when the particle passes through a de-
tector with its switch set to N. Because 
instruction sets cannot exist, we know 
that a particle cannot at the same time 
carry a definite 1-color, 2-color and 
3-color to its detector. On the other 
hand, for any particular N (say 3), we 
can determine the 3-color of the parti-
cle heading for detector A before it 
gets there by arranging things so that 
the other particle first reaches detec-
tor B, where its 3-color is measured. If 
the particle at B was 3-colored red, 
the particle at A will turn out to be 
3-colored red, and green at B means 
green at A.

Three questions now arise:
▶ ​Did the particle at A have its 3-color 
prior to the measurement of the 3-color 
of the particle at B? The answer cannot 
be yes, because, prior to the measure-

ment of the 3-color at B, it is altogether 
possible that the roll of the dice at B or 
the whim of the B-operator will result 
in the 2-color or the 1-color being mea-
sured at B instead. Barring the most 
paranoid of conspiracy theories, “prior 
to the measurement of the 3-color at B” 
is indistinguishable from “prior to the 
measurement of the 2- (or 1-) color at 
B.” If the 3-color already existed, so also 
must the 2- and 1-colors have existed. 
But instruction sets (which consist of a 
specification of the 1-, 2-, and 3-colors) 
do not exist.
▶ ​Is the particle at A 3-colored red after 
the measurement at B shows the color 
red? The answer is surely yes, because 
under these circumstances it is invari-
ably a particle that will cause the detec-
tor at A to flash red.
▶ ​Was something (the value of its 
3-color) transmitted to the particle at A 
as a result of the measurement at B?

Orthodox quantum metaphysi-
cians would, I believe, say no, nothing 
has changed at A as the result of the 
measurement at B; what has changed 
is our knowledge of the particle at A. 
(Somewhat more spookily, they might 
object to the naive classical assump-
tion of localizability or separability 
implicit in the phrases “at A” and “at 
B.”) This seems very sensible and very 
reassuring: N-color does not charac-
terize the particle at all, but only what 
we know about the particle. But does 
that last sentence sound as good when 
“particle” is changed to “photon” and 
“N-color” to “polarization”? And does 
it really help you to stop wondering 
why the lights always flash the same 
colors when the switches have the 
same settings?

What is clear is that if there is spooky 
action at a distance, then, like other 
spooks, it is absolutely useless except 
for its effect, benign or otherwise, on 
our state of mind. For the statistical 
pattern of red and green flashes at de-
tector A is entirely random, however 
the switch is set at detector B. Whether 
the particles arriving at A all come with 
definite 3-colors (because the switch at 
B was stuck at 3) or definite 2-colors 
(because the switch was stuck at 2) or 

no colors at all (because there was a 
brick in front of the detector at B)—all 
this has absolutely no effect on the sta-
tistical distribution of colors observed 
at A. The manifestation of this “action 
at a distance” is revealed only through 
a comparison of the data independently 
gathered at A and at B.

This is a most curious state of affairs, 
and while it is wrong to suggest that 
EPR correlations will replace sonar, it 
seems to me something is lost by ignor-
ing them or shrugging them off. The 
EPR experiment is as close to magic as 
any physical phenomenon I know of, 
and magic should be enjoyed. Whether 
there is physics to be learned by pon-
dering it is less clear. The most elegant 
answer I have found17 to this last ques-
tion comes from one of the great philos-
ophers of our time, whose view of the 
matter I have taken the liberty of quot-
ing in the form of the poetry it surely is:

We always have had a great deal of difficulty
in understanding the world view
that quantum mechanics represents.

At least I do,
because I’m an old enough man
that I haven’t got to the point 
that this stuff is obvious to me.

Okay, I still get nervous with it. . . .

You know how it always is,
every new idea,
it takes a generation or two
until it becomes obvious 
that there’s no real problem. . . .

I cannot define the real problem,
therefore I suspect there’s no real problem,
but I’m not sure
there’s no real problem.

Nobody in the 50 years since Ein-
stein, Podolsky and Rosen has ever put 
it better than that.

Some of the views expressed above were 
developed in the course of occasional tech-
nical studies of EPR correlations supported 
by the National Science Foundation under 
grant No. DMR 83-14625.
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“If two separated bodies, each by itself known maximally, 
enter a situation in which they influence each other, and separate 
again, then there occurs regularly that which I have [just] called 

entanglement of our knowledge of the two bodies.”
—Erwin Schrödinger (translation by J. D. Trimmer)

E rwin Schrödinger coined the word entanglement in 1935 
in a three-part paper1 on the “present situation in quan-

tum mechanics.” His article was prompted by Albert Ein-
stein, Boris Podolsky, and Nathan Rosen’s now celebrated 
EPR paper that had raised fundamental questions about 
quantum mechanics earlier that year.

Einstein and his coauthors had recognized that quantum 
theory allows very particular correlations to exist between 
two physically distant parts of a quantum system; those cor-
relations make it possible to predict the result of a measure-
ment on one part of a system by looking at the distant part. 
On that basis, the EPR paper argued that the distant pre-
dicted quantity should have a definite value even before being 
measured if the theory were to claim completeness and re-
spect locality. However, because quantum mechanics disal-
lows such definite values prior to measuring, the EPR authors 
concluded that, from a classical perspective, quantum theory 
must be incomplete.

Schrödinger’s 1935 perspective comes closer to the mod-

ern view: The wavefunction or state vector 
gives us all the information that we can have 
about a quantum system. About entangled 
quantum states, he wrote, “The whole is in 
a definite state, the parts taken individually 
are not,”1 which we now understand as the 
essence of pure-state entanglement. In that 
same 1935 article, Schrödinger also intro-
duced his famous cat as an extreme illustra-

tion of entanglement: A cat physically isolated in a box with 
a decaying atom and vial of cyanide represents a quantum 
state having macroscopic degrees of freedom. If the atom 
were to decay and trigger the release of cyanide, the cat 
would die. The quantum-mechanical description of the sys-
tem is a coherent superposition of one state in which the atom 
is still excited and the cat alive, and another state in which 
the atom has decayed and the cat is dead:

,                             ,⟩ + ⟩( (1
√2 .

The isolated cat-trigger-atom-cyanide system as a whole 
is in a definite entangled state, even though the cat itself ex-
ists as a probabilistic mixture of being alive or dead.

For the three decades following the 1935 articles, the debate 
about entanglement and the “EPR dilemma”—how to make 
sense of the presumably nonlocal effect one particle’s measure-
ment has on another—was philosophical in nature, and for 
many physicists it was nothing more than that. The 1964 pub-
lication2 by John Bell (pictured in figure 1) changed that situ-
ation dramatically. Bell derived correlation inequalities that 
can be violated in quantum mechanics but have to be satisfied 
within every model that is local and complete—so-called local 
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hidden-variable models. Bell’s work made it possible to test 
whether local hidden-variable models can account for ob-
served physical phenomena. Early and ongoing recent exper-
iments3 showing violations of such Bell inequalities have in-
validated local hidden-variable models and lend support to 
the quantum-mechanical view of nature. In particular, an ob-
served violation of a Bell inequality demonstrates the presence 
of entanglement in a quantum system.

In 1995, Peter Shor at AT&T Research discovered that, for 
certain problems, computation with quantum states instead of 
classical bits can result in tremendous savings in computation 
time.4 He found a polynomial-time quantum algorithm that 
solves the problem of finding prime factors of a large integer. 
To date, no classical polynomial-time algorithm for this prob-
lem exists.

Shor’s breakthrough generated an avalanche of interest in 
quantum computation and quantum information theory. In 
this context, a modern theory of entanglement has begun to 
emerge: Researchers now treat entanglement not simply as a 

paradoxical feature of quantum me-
chanics, but as a physical resource for 
quantum-information processing and 
computation. A whole zoo of various 
kinds of pure and mixed entangled 
states may be prepared—well be-
yond the simple pure-state superpo-
sitions that Schrödinger envisioned. 
And those mixed entangled states 

may be measured, distilled, concentrated, diluted, and ma-
nipulated. A surprisingly rich picture of entanglement is now 
taking shape.

Entanglement for the 21st century
The discovery of quantum teleportation by IBM researcher 
Charles Bennett and five collaborators in 1993 marks the 
starting point of the modern view. In quantum teleportation 
(see the article by Charles Bennett in Physics Today, October 
1995, page 24), an experimentalist, Alice, wishes to send an 
unknown state |s⟩ = α|0⟩ + β|1⟩ of a two-level quantum system 
to another experimentalist, Bob, in a distant laboratory. The 
two-level system could refer, for example, to the polarization 
of a single photon, the electronic excitation of an effective 
two-level atom, or the nuclear magnetic spin of a hydrogen 
atom. Alice and Bob do not have the means of directly trans-
mitting the quantum system from one place to another (for 
photons, this could be the case when using a high-loss optical 
fiber), but let us imagine that they do share an entangled 

Figure 1. John Bell in repose. His 
seminal work clarified the difference 
between correlations generated by 
entanglement and correlations in local 
hidden-variable models. Nowadays, 
quantum information theorists exploit 
this difference to create advantages that 
communication protocols using 
entanglement have over classical ones.
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state. Consider the case in which Alice and Bob each have 
one spin of a shared singlet state of two spin-½ particles 
|Ψ −⟩ = 1/√2(|↑, ↓⟩ − |↓, ↑⟩), also called an EPR pair. Alice can 
transmit her spin |s⟩ to Bob by performing a certain joint 
measurement on her spin state |s⟩ and her half of the EPR 
pair. She tells Bob the result of her measurement and, de-
pending on her information, Bob rotates his half of the EPR 
pair to obtain the state |s⟩. The teleportation protocol demon-
strates that the resources of classical communication and the 
sharing of prior EPR entanglement are sufficient to transmit 
an unknown spin state |s⟩. (For the experimental realization, 
see Physics Today, February 1998, page 18.)

The spin-singlet EPR state that Alice and Bob share in 
quantum teleportation is called a maximally entangled state. 
Even though the two spins together constitute a definite pure 
state, each spin state is maximally undetermined or mixed 
when considered separately. In mathematical terms, Alice’s 
local density matrix—obtained by tracing over Bob’s spin 
degrees of freedom, TrB(|Ψ −⟩⟨Ψ −|)—has equal probability for 
spin up and spin down. In keeping with Schrödinger’s un-
derstanding of entanglement, one measures the amount of 
entanglement in a general pure state φ in terms of the lack of 
information about its local parts. The von Neumann entropy 
S(ρ) = −Tr(ρ logρ) is used as a measure of that information. In 
other words, the entropy of entanglement E of the pure state 
φ is equal to the von Neumann entropy of, say, Alice’s density 
matrix ρ = TrB|φ⟩⟨φ|.

Mixed entanglement
In the quantum teleportation scenario, we imagined, unre-
alistically, that Alice and Bob shared an EPR pair free of 
noise or decoherence. More generally, Alice and Bob have 
quantum systems that interact directly or through another 
mediating quantum system—like Rydberg atoms in a laser 
cavity that interact via photons, or two ions in an ion trap 

that interact through phonon modes of the trap.5 A related 
example of interest in quantum computation is an array of 
interconnected ion traps, each holding a small number of 
ions that are coupled by traveling photons or by ions that 
are moved between the traps.6 The interaction, or “quantum 
link,” between a pair of systems is subject to noise or deco-
herence through photon loss or heating of the phonons, for 
instance. For simplicity, assume that Alice and Bob’s local 
operations on the quantum systems—operations on the ions 
in a single trap, say—are perfect, and their exchange of clas-
sical information is also perfectly noise free. That idealiza-
tion enables one to measure the strength of the quantum 
link between the systems.

An essential question is, Given unavoidable noise levels, 
is it possible to establish a strong quantum link—a set of pure 
EPR pairs, in other words—between two systems? If it is, then 
the noise is weak enough to permit the error-free exchange 
of quantum information between the systems, since the tele-
portation through the generated EPR pairs will be error free. 
That capability may come at a certain cost, determined by the 
amount of noisy interaction required to generate an EPR pair. 
If it is not possible to generate EPR pairs, that decoherence in 
the system imposes a fundamental limitation on our ability 
to perform quantum information processing.

The possibility of generating shared EPR entanglement in 
noisy environments is not only of interest in entanglement the-
ory, but is crucial for the realization of long-distance quantum 
communication7 and possibly large-scale quantum computa-
tion. For example, it was recently shown8 that fault-tolerant 
quantum computation can be achieved in the presence of very 
high noise levels in the interaction link—a link can have an 
error rate of two-thirds—between quantum systems that are 
“small” in a particular sense, if one assumes that local quan-
tum processing on each end is (almost) error free.

Pure quantum states have their entanglement quantified 

ψi

i

i

φi

Figure 2. Classically correlated, or separable, 
quantum states are generated when Alice (red) and 
Bob (blue) locally prepare quantum states ψi and φi 
depending on the result i of a classical random 
number generator. If the correlations in a bipartite 
quantum state cannot be produced by such a 
procedure, then the state is considered entangled.
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fairly intuitively by considering the degree 
of local “mixedness” or entropy. However, 
mixtures of entangled and unentangled 
states are murkier: Recognizing which mix-
tures are still entangled may be difficult. So, 
just what physical systems can we call “en-
tangled”? An operational description—
expressing entanglement in terms of its 
negation—is helpful. Suppose that Alice 
and Bob, working in their distant labs, each 
receive the same random number over the 
phone. Depending on the random number, 
each of them locally prepares a certain 
quantum state. The physical state of their 
whole system, expressed as a density ma-
trix, typically exhibits correlations between 
the two systems. However, those correla-
tions would be classical, since they arise 
from classical random numbers. A quantum 
state that can be prepared in this way over 
the phone is called “unentangled” or separa-
ble, and such a state can be mathematically 
expressed as a mixture of unentangled pure 
states (see figure 2). Conversely, a state is 
“entangled” if it cannot be prepared over 
the phone, but requires coherent interaction 
between the two systems or the transmis-
sion of superpositions of quantum states.

Measures of noisy entanglement
For mixed states, it is harder to establish a good measure of 
entanglement, since such a measure has to distinguish be-
tween entropy arising from classical correlations in the 
state—a state of thermal equilibrium, for example—and local 
entropy due to purely quantum correlations. Two measures 
of entanglement that have explicit physical meaning in the 
processing of quantum information have emerged from the 
quantum-link notion just described: the entanglement cost 
E(ρ) of a quantum state and the distillable entanglement D(ρ) 
of a quantum state, first defined in reference 9.

Assume that Alice and Bob have created, using their 
noisy link, many (n) shared copies of an entangled quan-
tum state ρ; we denote such a collection as ρ⊗n. To distill 
some EPR pairs from those copies, Alice and Bob perform 
several rounds of local, error-free operations to their parts 
of the copies and communicate their measurements (or 
other classical data) to each other. Such a protocol is called 
entanglement distillation; figure 3 illustrates one round of 
such a scheme. The aim is to produce fewer states that are, 
however, more entangled than the initial ones. Ideally, the 
protocol produces nearly perfect maximally entangled EPR 
pairs in the limit of a large number of input states ρ⊗n with 
n → ∞. The distillable entanglement D(ρ) is then the number 

of such EPR pairs that can be extracted per copy of ρ in this 
asymptotic limit.

The reverse process also has physical meaning. What is 
the smallest number k of EPR pairs that Alice and Bob ini-
tially need to create a set of n copies of ρ for n → ∞ by local 
error-free operations? This asymptotic ratio k/n is the second 
measure of entanglement, the entanglement cost E(ρ).

Reversible and irreversible manipulation
Attentive readers may have noticed a quirk in our notation: 
The formalism uses the same symbol E to denote both the 
entanglement cost for general states and the entropy of en-
tanglement for pure states. The notation coincidence is 
harmless since the creation cost of a pure state equals the 
local entropy of entanglement E. Furthermore, for a pure 
state φ, it turns out that E(φ) = D(φ) (see box 1 on page 44). 
Physically, this means that the process of entanglement 
dilution—converting EPR pairs into lesser entangled pure 
states φ—can be reversed without loss of entanglement. The 
reverse process is called entanglement concentration and it 
produces D(φ)n = E(φ)n EPR pairs from an initial supply of 
n states φ.

For mixed states, D is believed to be generically less 
than E, which implies that the preparation of mixed states 

EPR
pair (1)

EPR
pair (2)

A = B?

Bob AliceCC

B = 1, 2 A = 1, 2

Figure 3. Entanglement distillation—the conversion of many noisy less-entangled 
states into fewer, more-entangled ones. Imagine two Einstein-Podolsky-Rosen pairs 
that pick up noise when their parts are transmitted to Alice and Bob. Assume that 
the noisy states are still entangled. Alice and Bob can use the following protocol to 
increase the entanglement: (i) each of them applies a controlled-shift operation C to 
the states sent to them; the shift operation acts on the upper green system (1) and 
the lower green system (2). For i and j = 0,1, C|i⟩1 ⊗ |j⟩2 = |i⟩1 ⊗ |i ⊕ j⟩2, where ⊕ means 
addition modulo 2. (ii) Each measures the lower EPR(2) pair in the {|0⟩, |1⟩} basis and 
they compare their results. If the outcomes are the same (checked over the phone), 
the entanglement in the first EPR pair will have increased. The various ways of 
iterating the procedure to distill more entangled states are known as recurrence 
protocols9 or entanglement pumping.8 
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from EPR pairs is a process involving an irreversible loss 
of entanglement. Curiously, the D < E conjecture has only 
been proven for some special classes of mixed states.10 

In 1998, the Horodecki family of Gdańsk, Poland (father 
Ryszard and sons Paweł and Michał), identified a class of 
entangled states that exhibit an extreme form of irreversibil-
ity. They proved that no entanglement can be distilled (D = 0) 
from these “bound entangled states.”11 And for a large set of 
states from that class, irreversibility was established by prov-
ing that entanglement is required to prepare the states E > 0.

Consider the metaphor illustrated in figure 4. If EPR pairs 
were nodes connected by lines or strands that represent 
quantum correlations between particles, then one could think 
of mixed entanglement as entanglement in which the strands 
are simply mixed up. The mixing may make it hard to recon-
struct which particle of Alice is entangled with which particle 
of Bob. Cutting a few strands reduces the clutter, but every 
line cut represents an EPR pair lost (compare this process 
with the distillation protocol in figure 3). Bound entangled 
states are those mixtures that are so thoroughly mixed up that 
every single line has to be cut to remove the noise or clutter 
from the system. But, when every line is cut, no entanglement 
remains to be distilled.

“Black holes” of quantum information
Because the modern theory of entanglement treats quantum 
states as physical resources for processing information, one 
might consider them hierarchically. A simple and ideal world 
would have only two classes of quantum states: unentangled, 
classically correlated states that are useless as a resource in 
quantum teleportation and don’t violate any Bell inequalities, 
and entangled states whose distillation rate D measures their 
usefulness in quantum teleportation. If the distillation rate D 
is nonzero, one can distill from such states some EPR pairs, 
known to violate Bell inequalities.

Bound entanglement tells us that life is not so simple. 
Bound entangled states are costly (E > 0), but useless in var-
ious quantum-information-processing protocols like telepor-
tation. Furthermore, there is evidence that bound entangled 
states do not violate any Bell inequalities.

In those two senses, bound entangled states are the 
“black holes” of quantum information theory. Entangle-
ment goes in but is impossible to recover. And like black 
holes in the theory of gravitation, bound entangled states 
test the limits of our understanding and puzzle us by their 
intrinsic irreversibility.

Bound entanglement and partial transposition
In what sense are bound states so thoroughly mixed up that 
no entanglement at all can be extracted? Bound entangled 
states behave intrinsically differently from every other entan-
gled state: They remain physical under the unphysical opera-
tion of partial transposition.

Researchers realized that they could characterize entan-
glement in terms of how states behave under certain un-
physical operations.12 In 1996, Asher Peres at the Technion–
Israel Institute of Technology in Haifa, Israel, noted that 
matrix transposition is just such an unphysical operation 
when applied to entangled states. Taking the transpose of 
a system’s density matrix produces another density matrix— 
a physically valid result. And taking the transpose of, say, 
Bob’s part of an unentangled state ψA ⊗ ψB yields another 
physically valid quantum state, since each part of the 
quantum state can transform separately; ψA is not changed, 
and the density matrix of ψB is transposed. But when ap-

Box 1. The law of large numbers and 
interconvertible entanglement

Suppose one generates a bit string of length k by k reali-
zations of a binary random variable that takes the value 

1 with probability p and the value 0 with probability 1 − p. 
By the law of large numbers, among the k-bit strings there 
exist typical strings that have a high probability of 
occurring— ones in which approximately pk + O(√k) bits are 
1 and (1 − p)k bits are 0, for instance— and atypical strings, 
the string of all zeros, for example. The key to understanding 
the protocols of pure state entanglement concentration and 
dilution18 is this typicality of sequences.

Suppose Alice and Bob would like to convert some 
shared entangled states φ⊗k with |φ〉 = √p|11〉 + √1 − p|00⟩ 
to a smaller supply of  Einstein- Podolsky- Rosen (EPR) pairs 
Ψ−. In other words, suppose they wish to concentrate their 
entanglement in fewer qubits. Alice and Bob will each do a 
local measurement that counts the number of ones in a bit 
string (but not which bits are ones). With high probability—
approaching 1 as k → ∞—they both have pk as their mea-
surement outcome, indicating that pk bits out of k are one. 
With that outcome, Alice and Bob will have obtained a 
quantum state whose local density matrix has eigenvalues 
that are all equal which number approximately

k
pk

⎛

⎝
⎜

⎞

⎠
⎟ 2kH(p) – O (√k) = 2kH(φ) – O (√k) .

Here, H(p) is the Shannon entropy of the distribution 
(p, 1 − p). Thus Alice and Bob can make a local change of 
basis (a unitary rotation) and truncate the dimension of the 
space to 2n and obtain n ≈ kE(φ) − O(√k) EPR pairs.

In the reverse process of dilution, one converts n EPR 
pairs into k states φ by quantum teleporting an approxima-
tion φk to φ⊗k from Alice to Bob using the EPR pairs. In the 
local spectrum of the state φ⊗k, there exist typical eigen-
states, with approximately pk bits equal to 1 and (1 − p)k bits 
equal to 0, and atypical eigenstates. The approximation φk 
is obtained from φ⊗k by truncating the local spectrum to the 
eigenstates that are in this typical  subspace. The dimension 
of this typical subspace is 2kH(p) + O(√k) and therefore the state 
φk can be teleported using n ≈ kE(φ) + O(√k) EPR pairs. In the 
limit of large k, the conversion ratios k/n of the dilution and 
concentration protocols will be the same and thus prove the 
asymptotic reversibility of the processes.
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plied to part of a pure entangled state, matrix transposi-
tion produces an unphysical result. (For details, see box 2 
on page 46.)

Peres conjectured that partial transposition was the de-
fining criterion for entanglement. In other words, all entan-
gled states—pure or mixed—should map onto unphysical 
states by partial matrix transposition, and all unentangled 
states will remain physical under the same operation.

Remarkably, the truth of that conjecture depends on the 
dimension of the underlying Hilbert spaces or phase spaces. 
If one considers the state of two spin-½ particles, the polar-
ization degrees of freedom of two laser beams, or two 
modes of a light field having a Gaussian Wigner function, 
then, indeed, all entangled states map onto unphysical 
states by partial transposition. However, for two spin-one 
(or higher-dimensional system) particles or a Gaussian light 
field with at least two modes for both Alice and Bob, that is 
no longer true in general; there exist entangled mixed states 
that pass the “partial transpose” test and have therefore lost 
an essential property of entanglement.

The loss of that property is precisely what the Horodecki 
family showed would lead to a zero distillation rate D. En-
tangled states that pass the partial transpose test are the 
bound entangled states in which the entanglement is for-
ever locked or “bound” inside.

Entanglement witnesses
Given that entanglement can be such a subtle property of 
quantum states, just how can one distinguish between en-
tangled and unentangled states? A violation of a Bell in-
equality has been the traditional telltale sign of entangle-
ment in a quantum system. Examples of such experiments3 
used pairs of entangled photons created from nonlinear 
optical processes, especially parametric down-conversion; 
the polarization degrees of freedom of the emitted photons 
carried entanglement. Alice and Bob checked for a Bell in-
equality violation by using local analyzers to measure the 
polarization of the photons along various angles.

Unfortunately, many quantum states, including the set of 
bound entangled states, are not known to violate any Bell 
inequality. And considering the existing limitations on exper-
imental control of quantum systems, experimentalists prefer 
to check for entanglement using the fewest possible local 
measurements. The theoretical framework of an entangle-
ment witness, of which a Bell inequality is a particular exam-
ple,13 addresses those two issues. The defining property of an 
entanglement witness W is that its expectation value with 
respect to any unentangled state ρ is always nonnegative, 
Tr(Wρ) ≥ 0. At the same time, there exist entangled states σ 
for which Tr(Wσ) < 0. Measuring W on a quantum state σ and 
finding a negative expectation value thus establishes the en-
tanglement of σ. The good news is that there is an entangle-
ment witness for every entangled state; given an experimen-
tal means, any entanglement, bound or otherwise, can be 
detected. The bad news is that entanglement witnesses are 

nonlocal observables. Nevertheless, one can measure the ex-
pectation value of W by measuring the expectation value of 
a number of local observables Wi , such that W = ∑

i
Wi . Re-

search is under way to determine the minimal number of 
local measurements for a given witness.14 

Bell’s communication advantages
Given the framework of entanglement witnesses, what is 
special about Bell inequalities? Although they can be consid-
ered a type of entanglement witness, Bell inequalities do not, 
strictly speaking, test for entanglement but for a departure 
from local hidden-variable theories. Interpreted as such, Bell 
inequalities have taken on a whole new life in quantum-
communication science. Researchers consider remote parties 
who have to carry out a certain task with minimal communi-
cation between them. One compares the amount of commu-
nication necessary if those parties are given shared random 
bits (that can be viewed as local hidden variables) or an 

Alice’s 
lab

Bob’s 
lab

Alice’s 
lab

LOCC

D

ρ

ρ

Bob’s 
lab

Figure 4. Irreversibility in noisy entanglement. An entangled 
EPR pair is represented by a single line or strand connecting two 
nodes or particles, one each in Alice and Bob’s labs. The red 
arrow signifies the creation of some mixed entanglement from 
the single strands by local operations on the particles (and 
classical communication, on the phone, say); the process is 
abbreviated LOCC. One state ρ that has five particles for both 
Alice and Bob is created. The entanglement cost is the number of 
EPR pairs that is needed per single noisy state ρ, in this case 7/1 
because Alice and Bob began with seven EPR pairs. But how does 
one reverse the process and extract some single strands—EPR 
pairs—from the noisy mixtures? The distillation rate D is the 
number of EPR pairs that can be extracted per noisy state ρ. Bound 
entangled mixtures are those that are so thoroughly mixed up that 
there are no means to extract any single strands. In other words, 
for a bound entangled state the blue arrow representing the 
distillation rate D is zero.
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entangled quantum state. Sharing entangled states leads to 
savings in communication precisely because the correlations 
in quantum states cannot always be adequately described by 
local hidden-variable theories15 (see the article by Andrew M. 
Steane and Wim van Dam, in Physics Today, February 2000, 
page 35).

What lies beyond
The efforts of the quantum information theorists over the 
past eight years would come to little if the theory were not 
supplemented by an ability to create and manipulate en-
tanglement in the lab. There is a rapidly growing list of 
physical systems—optical and atomic systems especially—
in which it is possible to prepare various kinds of entangled 
states. As discussed previously, the use of photonic degrees 
of freedom, such as polarization or momentum, has been a 
long-time favorite way to create entanglement.3 Entangled 
states consisting of the quadrature observables of different 
modes of light have been prepared in optical parametric 
oscillators and optical fibers.16 Entanglement in the states 
of motion of the valence electrons5 of trapped ions or of 

Rydberg atoms in cavity quantum electrodynamics has 
involved up to four different atoms. Another promising 
avenue is the recently observed entanglement of large en-
sembles of atoms.17 

This short review showcases just a few striking facets of 
the modern theory of entanglement. Most notably, entangle-
ment shared between more than two subsystems is outside 
our scope here. The broader study of entanglement between 
many subsystems may lead the field to better understand the 
role of large-scale entanglement in quantum computation or 
quantum many-body systems.

We have focused on the role of entanglement in the trans-
mission of quantum information. Entanglement also proves 
useful, however, when the goal is to transmit classical infor-
mation as efficiently as possible. Researchers are studying 
many measures of mixed entanglement beyond the two 
most prominent measures discussed in this review. As for 
bound entanglement, there is some evidence that it may 
have a role to play as “helper” entanglement, useless by 
itself, but useful when combined with other sources of en-
tanglement. For entanglement-theory overview articles that 
highlight the field, see volume 1 of Quantum Information and 
Computation (July 2001).
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Box 2. Partial matrix transposition and 
time reversal
Matrix transposition on density matrices is closely related to 
the operation of time  reversal— represented by an anti-
unitary operation— in quantum mechanics. The time- reversal 
operation reverses the momenta, including angular momen-
ta and spin, of a quantum system. It is possible to represent 
the operation by complex conjugation that maps the mo-
mentum operator p^ = −id/dx onto p^ = id/dx . Applied to Her-
mitian density matrices, complex conjugation is identical to 
matrix transposition T : ρ → ρT in a given basis. When applying 
this operation on an entire density matrix ρ, one obtains an-
other valid density matrix ρT = ρ* with nonnegative eigenval-
ues. But when the transposition operation is applied “par-
tially” to half of a joint system— the maximally entangled 
state |Φ⟩AB = 1/√2(|00⟩ + |11⟩), for  example— then one may no 
longer end up with a valid quantum state. Indeed, transposi-
tion in the {|0⟩, |1⟩} basis on Bob’s half of the state ΦAB (and the 
identity operation IA on Alice’s half ) gives (IA ⊗ T)(|Φ⟩⟨Φ|)  = 

I TA⊗( )
⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

=

⎛

⎝

⎜
⎜1

2

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

1
2

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

,

a matrix that has a negative eigenvalue, and is therefore 
unphysical. The relevance of partial transposition for detect-
ing entanglement in a quantum state was first noted by 
Asher Peres in 1996. He observed that any unentangled state 
remains unentangled under partial transposition, because a 
product state |φA⟩ ⊗ |φB⟩ is mapped onto another product 
state |φA⟩ ⊗ |φB*⟩ by transposition of Bob’s system.
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For thousands of years, code-makers and code-breakers have 

been competing for supremacy. Their arsenals may soon 

include a powerful new weapon: quantum mechanics.
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C ryptography—the art of code-making—has a long his-
tory of military and diplomatic applications, dating 

back to the Babylonians. In World War II, the Allies’ feat of 
breaking the legendary German code Enigma contributed 
greatly to their final victory. Nowadays, cryptography is be-
coming increasingly important in commercial applications 
for electronic business. Sensitive data such as credit card 
numbers and personal identification numbers (PINs) are 
routinely transmitted in encrypted form. Quantum mechan-
ics is a new tool for both code-breakers and code-makers in 
their eternal arms race. It has the potential to revolutionize 
cryptography both by creating perfectly secure codes and by 
breaking standard encryption schemes.
The best-known application of cryptography is secure com-
munication,1 illustrated in figure 1. Suppose Alice would 
like to send a message to Bob, but there is an eavesdropper, 
Eve, who is wiretapping the channel. To prevent Eve from 
knowing the message, Alice may perform encryption—that 
is, transform the message to something that is unintelligible 
to Eve—during the communication. On receiving the mes-
sage, Bob inverts the transformation and recovers the 
message.

Bob’s advantage over Eve lies in his knowledge of a secret, 
commonly called the key, that he shares with Alice. The key 
tells him how to decode the message. Consider this example 
(in the style of Cold War espionage thrillers):

The rumble of Soviet tanks shook the Prague hotel 
room (number 117) as secret agent John Blond fin-

ished decoding his orders from his superior, N. He tore 
the used page from the codebook and immediately 
burned it with his lighter.

Blond is using a perfectly unbreakable cipher, a “one-time 
pad.” The secret codebook allows N and Blond to share a long 
secret binary string—the key—before Blond leaves on his mis-
sion. Whenever N would like to send a message to Blond, she 
first converts it to binary. She then takes the exclusive-OR 
(XOR) between each bit of the message and the corresponding 
key bit to generate the encrypted message, which is transmit-
ted over a public channel. An enemy can intercept the en-
crypted message, but without the key, it is incomprehensible 
gibberish, offering no clue to the contents of the original mes-
sage. On the other hand, Blond, by looking up the key in the 
codebook, can recover the original message by taking the XOR 
between the encrypted message and the key. Blond immedi-
ately burns the used page of the codebook to prevent it from 
falling into enemy hands in the future.

Key distribution problem
John Blond finally snapped shut the codebook and 
sighed. He had been on duty in Czechoslovakia for 
so long that his codebook was getting thin. He knew 
his days in Prague would soon be over: N would have 
to recall him before he used up his whole codebook. 
Blond recalled master cryptographer R’s remonstration: 
“This is no joking matter, double-one seven. Never 
reuse the one-time pad.”
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R was serious for a good reason. 
The reuse of keys by the Soviet Union 
(due to the manufacturer’s accidental 
duplication of one-time pad pages) 
enabled US cryptanalysts to unmask 
the atomic spy Klaus Fuchs in 1949.2 
When the key for a one-time pad is 
used more than once, enemy cryptan-
alysts have the opportunity to look 
for patterns in the encrypted mes-
sages that might reveal the key. Nev-
ertheless, excellent cryptosystems 
(known as symmetric cryptosystems) 
that reuse the key have been devel-
oped. The longer the key, the more 
secure the system. For instance, a widely used system is the 
Data Encryption Standard (DES), which has a key length of 56 
bits. No method substantially more efficient than trying all 256 
values of the key is known for breaking DES. It is still conceiv-
able, however, that some yet unknown clever algorithm could 
defeat DES and its cousins.

For top-secret applications, therefore, the one-time pad is 
preferable. Blond’s predicament illustrates the drawback of the 
one-time pad: When the secret key is used up, the code cannot 
be used until the sender and receiver get together to share a 
new secret key. Sending a courier with a new codebook into 
the Prague Spring is a dangerous and unreliable business. 
Even if the courier arrives, Blond and N can never be sure that 
the codebook was not copied during its journey.

This issue is known as the “key distribution problem.” A 
possible solution is public key cryptography. Instead of a sin-
gle long key shared between the sender and receiver, public 
key cryptography uses two sorts of keys: one public key, which 
is known to the world, and one private key, known only to the 
receiver. Anyone with the public key can send secret messages, 
but only someone who knows the private key can read them. 
The important defining feature of public key cryptography is 
that, even knowing the encryption key, there is no known com-

putationally efficient way of working out what the decryption 
key really is. As an example, the security of the best-known 
public key cryptosystem, RSA, relies on the difficulty of fac-
toring large integers (see figure 2).

Public key cryptography can be used for another impor- 
tant task: digital signatures. A digital signature exchanges the 
role of the keys used in public key cryptography: The private 
key is used to generate a signature and the public key is used 
to verify it. Only someone with the private key could have 
created the signature.

Quantum code-breaking
Both DES and RSA rely on an unproven assumption: There is 
no fast algorithm to determine the secret key. For instance, RSA 
is believed to be secure because mathematicians throughout 
the world have worked very hard to break it, steadily produc-
ing modest improvements in factoring algorithms, but without 
groundbreaking success. With only modest increases in key 
size, users of RSA can easily keep ahead even of the exponen-
tial growth in computing power over the years.

Quantum mechanics changed this. In 1994, Peter Shor of 
AT&T Laboratories invented a quantum algorithm for effi-
cient factoring of large numbers.3 The state of a quantum 
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aFIGURE 1. COMMUNICATION security. 
(a) Alice sends a message to Bob 
through a communication channel, but 
an eavesdropper, Eve, is wiretapping. 
(b) A message is encrypted by Alice 
using an encryption key. The encrypted 
message, the ciphertext, is now 
unintelligible to Eve. Bob, who has the 
same key as Alice, can decrypt the 
ciphertext and recover the original 
message. (The code used in this figure 
is not very secure. Try breaking it 
yourself; the solution is at the end of 
the article.)
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computer is a superposition of exponentially many basis 
states, each of which corresponds to a state of a classical com-
puter of the same size. By taking advantage of interference 
and entanglement in this system, a quantum computer can 
perform in a reasonable time some tasks that would take ri-
diculously long on a classical computer. Shor’s discovery 
propelled the then-obscure subject of quantum computing 
into a dynamic and rapidly developing fi eld, and stimulated 
scores of experiments and proposals aimed toward building 
quantum computers.

Another remarkable discovery was made by Lov Grover 
of Bell Laboratories, Lucent Technologies, who in 1996 in-
vented a quantum searching algorithm4 (see PHYSICS TODAY, 
October 1997, page 19). To fi nd one particular item among 
N objects requires checking O(N) items classically. With 
Grover’s algorithm, a quantum computer need only look 
up items O(√N) times. It can be used to radically speed up 
the exhaustive key search of DES (that is, trying all 256

possibilities).
If a quantum computer is ever constructed in the future, 

much of conventional cryptography will fall apart! To provide 
the same security, the key lengths of symmetric schemes like 
DES would have to be doubled due to Grover’s algorithm. The 
most commonly used public key schemes are RSA and others 
based on discrete logarithms or elliptic curves; Shor’s algo-
rithm breaks all of them. Even if it is decades until a suffi  ciently 
large quantum computer can be built, this is a matt er of current 
concern: Some data, such as nuclear weapons designs, will still 
need to remain secret, and it is important that today’s secret 
messages cannot be decoded tomorrow.

Quantum code-making
Even if DES and RSA do fall apart, the one-time pad remains 
a perfectly unbreakable cipher even against a quantum com-

puter. However, as previously discussed, it has a serious 
catch: the key distribution problem. It presupposes that Alice 
and Bob share a key that is secret and as long as the message. 
There is no way to guarantee that in practice. Trusted couriers 
can be bribed or even intercepted without their knowledge. 
More generally, classical signals are distinguishable. An 
eavesdropper can reliably read the signals without changing 
them. Therefore, in classical physics there is nothing, in prin-
ciple, to prevent an eavesdropper from wiretapping the key 
distribution channel passively.

Fortunately, quantum mechanics helps to make codes as 
well as break them.5 (See also Charles Bennett ’s article, 
“Quantum information and computation,” PHYSICS TODAY, 
October 1995, page 24.) The Heisenberg uncertainty princi-
ple dictates that it is fundamentally impossible to know the 
exact values of complementary variables such as a particle’s 
momentum and its position. This apparent limitation im-
posed by quantum mechanics can be a powerful tool in catch-
ing eavesdroppers. The central idea is to use nonorthogo-
nal quantum states to encode information. More concretely, 
the essence of quantum cryptography can be understood in 
a single question: Given a single photon in one of four pos-
sible polarizations (↔, ↕, ⤡, or ⤢), can one determine its 
polarization with certainty? Surprisingly, the answer is no. 
The rectilinear basis (↔ and ↕) and the diagonal basis (⤡ and 
⤢) are incompatible, so the Heisenberg uncertainty principle 
forbids us from simultaneously measuring both. More gen-
erally, experiments distinguishing nonorthogonal states, even 
if only partially reliable, will disturb the states.

The key distribution problem can be partially solved by 
quantum mechanics using the idea of quantum key distribu-
tion (QKD). The fi rst and best-known protocol, usually called 
“BB84” because it was published in 1984 by Charles Bennett  
and Gilles Brassard,6 is described in the box on page 51. In a 
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Decryption
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y ≡ me mod N
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ed = 1 mod (p − 1)(q − 1)
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(N, e)

N=p
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FIGURE 2. THE RSA PUBLIC KEY 
cryptosystem. The best-known public 
key system is called RSA, after its 
inventors Ronald Rivest, Adi Shamir, and 
Leonard Adleman. It is based on modular 
arithmetic over a large base N that is the 
product of two large primes p and q. If x
is relatively prime to N, the Euler–Fermat 
theorem tells us that xr ≡ 1 mod N, where 
r = (p − 1)(q − 1). The public key is a pair 
of numbers (N, e), and the private key is 
d, with ed ≡ 1 mod r (that is, ed = kr + 1 
for some integer k). To encrypt a 
message m, the sender (Alice) computes 
y ≡ me mod N. To decrypt the message y, 
the receiver (Bob) computes yd mod 
N ≡ med mod N ≡ m. For this step, Bob has 
to know the private key d. Anyone can 
send Bob an encrypted message, but 
only Bob can decrypt it.
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prototypical QKD protocol, Alice sends some nonorthogonal 
quantum states to Bob, who makes some measurements. 
Then, by talking on the phone (which need not be secure), 
they decide if Eve has tampered with the quantum states. If 
not, they have a shared key that is guaranteed to be secret. 
Note that Alice and Bob must share some authentication in-
formation to begin with; otherwise, Bob has no way to know 
that the person on the phone is really Alice, and not a clever 
mimic. The key generated by QKD can subsequently be used 
for both encryption and authentication, thus achieving two 
major goals in cryptography.

Experimental QKD
QKD is an active experimental subject. The first working pro-
totype, constructed in 1989 at IBM in Yorktown Heights, 
New York, transmitted quantum signals over 32 cm of open 
air.7 Since then, various groups—including those led by 
Paul Townsend at the British Telecommunications Photonics 
Technology Research Centre (now part of Corning), Jim 
Franson of Johns Hopkins University, Nicolas Gisin and 
Hugo Zbinden of the University of Geneva, and Richard 
Hughes of Los Alamos National Laboratory—have made 
important contributions. A primary focus has been a series of 
impressive experiments over commercial optical fibers. The 
world record distance for QKD,8 at the time of writing, is 
about 50 km. One of the long-distance experiments, per-
formed at Los Alamos, is depicted in figure 3.

Most experiments to date have used variants of either the 
BB84 or B92 schemes (see the box), although recently three 
groups—one led by Paul Kwiat of Los Alamos, Gisin and 
Zbinden’s group at Geneva, and a collaboration led by 
Anton Zeilinger of the University of Vienna and Harald 

Weinfurter of the University of Munich—have independently 
implemented protocols based on entangled pairs of parti-
cles, also known as Einstein-Podolsky-Rosen or EPR states. 
In the BB84 and B92 schemes, typically a single-photon 
source is simulated using attenuated coherent states—on 
average, only a fraction of a photon is actually sent. With 
additional losses in the fiber, very few arriving laser pulses 
actually contain a photon. This low yield does not interfere 
much with key distribution, however, since only the pho-
tons that reach Bob are used in the protocol. The key is 
generally encoded in either the polarization or the phase of 
the photon. Error rates in the photons actually received are 
usually a few percent.

For commercial applications in, say, a local area network 
environment, it is useful for a quantum cryptographic system 
to be integrated into a passive multiuser optical fiber network 
and its equipment to be miniaturized. Townsend’s group has 
done much work in this area.9 For point-to-point applications, 
the Geneva group has devised a so-called “plug and play” 
system that automatically compensates for polarization 
fluctuations.10 Such systems might someday convey secret 
information between government agencies around Wash-
ington, DC, or connect bank branches within a city.

QKD has also been performed in open air,11 during day-
light, with a current range of about 1.6 km. Ambitious 
schemes to perform a ground-to-satellite QKD experiment 
have been proposed. If successful, quantum cryptography 
may be used to ensure the security of command control of 
satellites from control centers on the ground.

Future experiments will aim to make QKD more reli-
able, to integrate it with today’s communications infrastruc-
ture, and to increase the distance and rate of key generation. 
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FIGURE 3. EXPERIMENTAL QUANTUM KEY DISTRIBUTION. (a) Schematic of the experiment at Los Alamos8 that implements the protocol 
known as B92 (see the box on page 51) over 48 km of optical fiber. A laser with a wavelength of 1.3 μm, attenuated to approximate a single-
photon source, is the source of the key bits. Its output is passed through Alice’s interferometer. The two nonorthogonal quantum states used 
in the B92 protocol are realized as two possible settings for the phase delay ϕA in one branch of the interferometer. To measure the state, Bob 
passes the photon through his interferometer, adding one of two possible phase shifts ϕB, and detects the photon in one of the two bit 
detectors. A bright pulse from a second laser tells Bob when to expect a photon from Alice. Air gaps in both interferometers allow Alice and 
Bob to tweak the optical path lengths to keep properly synchronized. (b) The actual setup of the experiment. The two boxes in the foreground 
are the interferometers, connected to each other only through 48 km of optical fiber. (Figure courtesy of Richard Hughes.)
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Another ambitious goal is to produce a quantum repeater 
using techniques of quantum error correction. Such an accom-
plishment will require substantial technical breakthroughs, 
but would allow key distribution over arbitrarily long 
distances.

Is QKD secure?
While experiments in QKD forged ahead, the theory devel-
oped more slowly. A clever Eve can adopt many possible strat-
egies to fool Alice and Bob, including subtle quantum att acks 
entangling all of the particles sent by Alice. Taking all possibil-
ities into account, as well as the eff ects of realistic imperfections 
in Alice and Bob’s apparatus and channel, has been diffi  cult. 
A long series of partial results has appeared over the years, 
addressing restricted sets of strategies by Eve,12 but only in the 
past few years have complete proofs appeared.

One class of proofs, by Dominic Mayers13 and subsequently 
by others, including Eli Biham and collaborators and Michael 
Ben-Or,14 att acks the problem directly and proves that the 
standard BB84 protocol is secure. Another approach, by one 
of us (HKL) and H. F. Chau,15 proves the security of a new 
QKD protocol that uses quantum error-correcting codes.5

(For more on quantum error correction, see John Preskill, 
“Batt ling decoherence: The fault-tolerant quantum com-
puter,” PHYSICS TODAY, June 1999, page 24.) This approach 
allows one to apply classical probability theory to tackle a 
quantum problem directly. It works because the relevant 
observables all commute with each other. While conceptually 
simpler, this protocol requires a quantum computer to im-
plement. The two approaches have been unifi ed by Peter 
Shor and John Preskill,16 who showed that a quantum error-
correcting protocol could be modifi ed to become BB84 with-
out compromising its security.

The proof of the security of QKD is a fi ne theoretical result, 
but it does not mean that a real QKD system would be se-
cure.17 Some known and unknown security loopholes might 
prove to be fatal. Apparently minor quirks of a system can 

sometimes provide a lever for an eavesdropper to break the 
encryption. For instance, instead of producing a single pho-
ton, a laser may produce two; Eve can keep one and give 
the other to Bob. She can then learn what polarization Alice 
sent without revealing her presence. There are various pos-
sible solutions to this particular problem; it is the unantici-
pated fl aws that present the greatest security hazard. Ulti-
mately, we cannot have confi dence that a real-life quantum 
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FIGURE 4. THE CHURCH OF THE LARGER HILBERT SPACE. In 
cryptography—and other areas—the quantum mechanical 
description of explicitly quantum aspects (such as single-photon 
polarizations) can be expanded to include other parts as well, 
including measurements and random number generation. This 
alternative treatment consists of three steps. First, the original 
quantum system—which might consist of two-level quantum bits 
(called “qubits”), for example—is augmented with an additional 
system. In this expanded Hilbert space, all operations are unitary 
and can be combined into a single quantum mechanical step (here 
denoted by “U”). Part of the output of the transformation is thrown 
away, leaving only the � nal quantum system of interest. Using 
quantum mechanics to simulate classical computations and 
working with pure quantum states allows the most generalized 
treatment of a problem and simpli� es the task of determining 
whether a given protocol is secure. Describing a protocol in the 
Church of the Larger Hilbert Space does not change the protocol in 
any way; it merely provides a new and sometimes simpler way of 
looking at the system.

The BB84 protocol
In the best-known quantum key distribution (QKD) scheme, 

BB84, Alice sends Bob a sequence of photons, each inde-
pendently prepared in one of four polarizations (↔, ↕, ⤢, or ⤡). 
For each photon, Bob randomly picks one of the two (recti-
linear and diagonal) bases to perform a measurement. He 
keeps the measurement outcome secret. Now Alice and Bob 
publicly compare their bases. They keep only the polariza-
tion data for which they measured in the same basis. In the 
absence of errors and eavesdropping by Eve, these data 
should agree.

To test for tampering, they now choose a random subset 
of the remaining polarization data, which they publicly an-
nounce. From there they can compute the error rate (that is, 

the fraction of data for which their values disagree). If the 
error rate is unreasonably high—above, say, 10%—they 
throw away all the data (and perhaps try again later). If the 
error rate is acceptably small, they perform error correction 
and also “privacy ampli�cation” to distill a shorter string that 
will act as the secret key. These steps essentially ensure that 
their keys agree, are random, and are unknown to Eve.

Other QKD schemes have also been proposed. For exam-
ple, Artur Ekert of the University of Oxford suggested one 
based on quantum mechanically correlated (that is, entan-
gled) photons, using Bell inequalities as a check of security. 
In 1992, Charles Bennett of IBM proposed a simple QKD 
scheme, called B92, that uses only two nonorthogonal states.
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cryptographic system is secure until it has withstood attacks 
from determined real-life adversaries. Traditionally, breaking 
cryptographic protocols has been considered to be as impor- 
tant as making them—the protocols that survive are more 
likely to be truly secure. The same standard will have to be 
applied to QKD.

Post–Cold War applications
There are many problems beyond secure communication that 
can be addressed by cryptography.

Alice and Bob are considering going on a date, but nei-
ther is willing to admit their interest unless the other is 
also interested. How can they decide whether or not to 
date without letting slip any unnecessary information?

This dating problem can be phrased as the problem of 
computing a function f(a, b) = ab, where a and b are single bits 
held respectively by Alice and Bob (0 = not interested, 1 = in-
terested). Problems like this can be solved classically using 
variants of public key cryptography, which we know might 
be rendered insecure by quantum computers. By exchanging 
quantum states, can Alice and Bob solve the above dating 
problem with absolute security?

There are many possible functions f that two people 
might wish to compute together, too many to consider each 
of them individually. Instead, cryptographers rely on a suite 
of primitive operations that can be combined to build more 
complex functions. One important protocol is called bit 
commitment, and it is the electronic equivalent of a locked 
box. Alice chooses a bit, 0 or 1, and writes it on a piece of 
paper, which she deposits in the box. She gives the box to 
Bob but keeps the key. She cannot change what she wrote, 
and without the key, Bob cannot open the box. But at some 
later point, Alice can give Bob the key and reveal her bit. By 
itself, bit commitment is useful mostly for debunking pro-
fessional psychics, but it serves as a useful building block 
for more interesting functions.

Consider the following bit commitment scheme6 pro-
posed by Bennett and Brassard: If Alice wishes to commit 
to a 0, she sends Bob a polarized photon in the rectilinear 
basis; if she wishes to commit to a 1, she sends Bob a polar-
ized photon in the diagonal basis. In either case, Alice flips 
a coin to decide which of the two polarizations to send. Bob 
has no way to tell which basis Alice used; no matter which 
bases Alice and he choose, Bob would measure a random 
value. But when Alice unveils her bit, telling Bob which of 
the four states she sent, Bob can measure in the appropriate 
basis to verify that Alice is telling the truth. If she lies about 
which basis she used, Bob has a 50% chance of finding out. 
If the protocol is repeated many times, Alice’s chance of 
successfully cheating is abysmally small.

This protocol is secure against a classical cheater, who 
does not have much ability to store and manipulate quan-
tum states. But as Bennett and Brassard recognized, a quan-

tum cheater can break the protocol. Suppose that instead of 
picking a specific state and sending it to Bob, Alice creates 
an entangled pair of photons, (|↔↕⟩ − |↕↔⟩)/√2 (an EPR pair), 
and sends the second photon to Bob, keeping the first one. 
She stores the quantum state of the first photon and delays 
measuring it. Suppose that when the time comes for Alice 
to open the commitment, she decides she would like the 
committed bit to read 0, which requires her to specify a state 
in the rectilinear basis. Because of the entanglement, Alice 
knows that if she and Bob measure in the same basis, they 
will get opposite results. Therefore, she can measure her 
photon in the rectilinear basis and tell Bob he has the oppo-
site polarization, and she will always be right.

If Alice instead wishes the committed bit to read 1, she needs 
a state in the diagonal basis. But (|↔↕⟩ − |↕↔⟩)/√2 ≡ (|⤡⤢⟩ − |⤢⤡⟩)/√2. 
So Alice can measure her particle in the diagonal basis and 
again be sure that Bob’s measurement outcome will be op-
posite to hers. Quantum cheating allows Alice to change 
her mind at the last minute without being caught by Bob, 
thus totally defeating the purpose of bit commitment.

Nonetheless, more sophisticated schemes for quantum 
bit commitment were proposed, and for a long time were 
believed to be secure. Eventually, the bubble burst and it 
was shown that the above quantum cheating strategy, 
which uses EPR nonlocality and delayed measurements, 
can be generalized to break all two-party quantum bit com-
mitment schemes.18 If Alice and Bob hold one of two pure 
quantum states that are indistinguishable to Bob, then 
Alice, acting unilaterally, can change one to the other. 
Therefore, the two basic requirements of bit commitment—
that Bob does not know the bit and that Alice cannot 
change it—are fundamentally incompatible with quantum 
mechanics.

The strength of the proof lies in its generality. The idea is 
to treat the whole system as if it were quantum mechanical, 
extending the part that was originally quantum to include 
any dice, measuring devices, and classical computations that 
appear in the protocol. From this point of view, the original 
protocol is equivalent to a purely quantum one, with some 
of the output being thrown in the trash (see figure 4). Note 
that throwing something away can never help a cheater, so 
we might as well assume that the state shared by Alice and 
Bob is the pure quantum state that is completely determined 
by the protocol. That assumption substantially reduces the 
complexity of the problem. It is not difficult to show that 
when Alice and Bob hold a pure state, quantum bit commit-
ment is impossible.

Following the fall of quantum bit commitment, other im-
portant basic quantum cryptographic protocols have also 
been proven to be insecure by one of us (HKL), thus leaving 
the field in a shambles. What is left?

Some potential applications in cryptography are too sim-
ilar to bit commitment and cannot be done at all quantum 
mechanically. Others have more modest goals and can be 
solved by quantum protocols. For instance, Lior Goldenberg, 
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Lev Vaidman, and Stephen Wiesner of Tel Aviv University 
have proposed a method of “quantum gambling,” in which 
a cheater must pay a large fine if caught. The majority lie in 
a middle ground—we do not know whether they can be 
solved. The dating problem is an example. Many approaches 
to it tread too near bit commitment and are doomed to fail-
ure, but it’s possible there are others, as yet undiscovered, 
that do not.

Physics today, cryptology tomorrow
Quantum computers are still on the drawing boards, and 
quantum cryptographic systems are only prototypes. Still, 
there are a number of reasons for thinking about quantum 
cryptology today. Unlike other cryptosystems, the security of 
QKD is based on fundamental principles of quantum me-
chanics, rather than unproven computational assumptions. 
QKD eliminates the great threat of unanticipated advances 
in algorithms and hardware breaking a widely used crypto-
system. Small-scale QKD systems are well within the capa-
bilities of today’s technology, and commercial systems could 
be available within a few years (although whether such sys-
tems are widely adopted depends on many nonacademic 
factors, including cost).

Furthermore, grappling with the problems posed by 
quantum protocols can give us insight into more general 
questions about quantum mechanical systems in many fields 
of physics. For instance, one reason it is hard to analyze 
protocols and attacks is that they frequently involve a com-
bination of quantum and classical behaviors. In considering 
bit commitment, though, it was possible to replace classical 
parts of the protocol with a quantum description, an ap-
proach that is useful for many problems inside and outside 
the field of quantum cryptography. This fully quantum 
treatment is sometimes called the Church of the Larger 
Hilbert Space, following John Smolin of IBM. All quantum 
operations, including measurements, are unitary when con-
sidered as acting on a larger Hilbert space (figure 4).

Finally, quantum mechanics changes the world of cryp-
tology, and it is important to know what the new terrain will 
look like to decide on cryptographic standards that may last 
for decades. In a world where quantum computers and 
communication are commonplace, today’s most widespread 
public key cryptosystems would no longer work; in the 
worst case, perhaps no public key cryptosystem will work. 
If so, symmetric cryptosystems and QKD would partially 
fill the gap, allowing secure communication. Unfortunately, 
digital signatures would fail as well, meaning important 
communications would need to be notarized by a trusted 
third party.

Of course, QKD and symmetric cryptosystems are not 
useful in situations in which Alice and Bob have never met. 
Solving this problem would probably require a quantum 
cryptographic center, which could verify the identity of both 
of them. The center would have to be known and trusted by 
both Alice and Bob.

Problems beyond secret communication and digital signa-
tures are a mixed bag. Many, such as bit commitment and 
perhaps the dating problem, would be impossible, whereas 
others, such as quantum gambling, could be carried out with 
complete security.

This is just one of a number of possible futures. Perhaps 
some new or existing public key cryptosystems will survive 
quantum computation, or perhaps new public key systems 
will be developed that can only run on a quantum com-
puter. Perhaps quantum computers will always remain 
difficult to build (we believe that this is unlikely), and pub-
lic key cryptography will remain widespread, despite its 
potential flaws. Only time will tell who benefits more from 
quantum cryptology: the code-makers or the code-breakers.
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Decoding the message in figure 1
The code is a “Caesar’s cipher,” in which each letter is shifted 
by a fixed number of places in the alphabet. In this case, the 
shift is three places.

pt_Gottesman0125.indd   53pt_Gottesman0125.indd   53 12/16/24   2:12 PM12/16/24   2:12 PM



54  PHYSICS TODAY | JANUARY 2025

Philip Bucksbaum is professor of physics and applied physics 
at Stanford University in Stanford, California, and at the 
Stanford Synchrotron Radiation Laboratory in Menlo Park. He 
directs the university’s PULSE (Photon Ultrafast Laser Science 
and Engineering) Center.

Recent advances in laser technology have hastened developments in 

other fields—precision measurement, atomic cooling, gravitational-

wave sensing, quantum computing, cryptography, and many more. 

Like the laser itself, those fields may transform society.

Photon science and 
quantum control
Philip H. Bucksbaum

In the past decade, no fewer than four Nobel Prizes—
one in chemistry and three in physics—were awarded for 
work done on the science of atoms and molecules interacting 
with laser light. The remarkable efforts that led to those 
prizes mark the latest stage in the gradual transformation of 
lasers, still less than a half-century old, from sources of di-
rected photons for spectroscopy to something more: tools for 
the control of the quantum world. New lasers are reaching 
previously unknown regimes of intensity, stability, wave-
length, and pulse duration. And those developments are 
driving new cross-disciplinary research in atomic, solid-state, 
and x-ray physics; quantum optics; physical chemistry; and 
laser engineering.

The 10 laureates who shared the four Nobel Prizes in the 
past 10 years have helped shape the new discipline of 
laser-driven quantum control. Nine come from the field of 
atomic, molecular, and optical physics. A recent National 
Research Council interim report1 describes some of the re-
search opportunities in the AMO field and points to antici-
pated advances in six areas: precision measurements, ultracold 

matter, ultra-high-intensity and short-wavelength lasers, 
ultrafast control, nanophotonics, and quantum information 
science. Keeping in mind Yogi Berra’s caveat, “It’s tough to 
make predictions, especially about the future,” I describe 
here some of the opportunities in those areas and try to 
convey the excitement accompanying them and the rapid 
growth in photon science generally; the growth appears 
likely to continue for years.

Clocks and lights
What time is it, really? The most recent Nobel Prize in 
Physics was awarded in part to John Hall and Theodor 
Hänsch for advances in one of the oldest subjects in physics: 
measuring the passage of time (see Physics Today, December 
2005, page 19). At the most fundamental level, physicists still 
don’t know what time is, although we surely know how to 
quantify it more precisely than any other physical property. 
And things that we can compare to our most accurate 
clocks—the spin rate of a pulsar, for example, or the fre-
quency of an atomic transition many light-years away—may 

FROM THE ARCHIVES
JUNE 2006
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be the sources of new discoveries. The source of the next great 
discovery in physics is mere speculation, of course; but the 
remarkable improvement in atomic-clock precision is a fact, 
and improvements to the state of the art continue.

Ultrafast pulsed-laser sources, developed in the past de-
cade for such applications as optical digital communication 
and the investigation of transient phenomena, have found 
new uses because of their special spectral properties: The 
pulses in those lasers contain an optical-frequency comb 
that stretches from the near-UV to the near-IR wavelength 
range. The frequency comb enables direct and precise con-
version between optical frequencies and the microwave 
frequencies of atomic clocks. We can now literally count the 
optical-frequency (1015 Hz) waves and thereby measure 
optical-frequency ratios more precisely than ever.

Time reversal—through the looking glass. A clock ap-
pears to run backwards, or counterclockwise, when viewed 
in a mirror. But, of course, it doesn’t run more slowly. The 
mirror’s backward minute is precisely the same duration as 
a forward minute. But what if a physical process went back-
wards? Could we even tell? That is not just a whimsical 
remark, but a serious question about the fundamental forces 
of nature. We have known for years that neutral K mesons 
created in high-energy collisions display a tiny bit of 
­time-­reversal difference, or asymmetry, but we don’t yet 
know why. We don’t even know whether ordinary matter 
has the same property, and we have very few ways to seek 
the answer.

The measurement of atomic electric-dipole moments 
(EDMs) could provide clues (see the article by Norval Fortson, 
Patrick Sandars, and Steve Barr in Physics Today, June 2003, 
page 33). EDMs in atoms cannot exist in a perfect 
time-symmetric world. Indeed, no one has ever observed a 
permanent electric-dipole moment in an atom, even though 
with today’s instrumental sensitivity, a relative charge dis-
placement between an atom’s electrons and nucleus as small 
as a trillionth the width of the nucleus would be detectable. 
Nevertheless, some of the most promising theories that offer 
explanations for particle-physics time-reversal violations 
also predict atomic EDMs not much smaller than the present 
limit. Similar advancements in precision measurements can 
also search for ­matter–­antimatter CPT violations—that is, 
violations to symmetry under the combined operation of 
charge conjugation, parity, and time reversal—or even viola-
tions of Einstein’s famous principle of relativity at levels far 
more sensitive than ever before possible.

Position sensing—where are we? Laser navigation 
gyros are not new. They are optical interferometers that 
detect motion by measuring changes in the relative length 
of two optical paths. The same operating principle is behind 
gravitational-wave observatories such as the Laser Interfer-
ometer Gravitational-Wave Observatory, which are pushing 
the concept of relative length to extreme limits: LIGO can 
measure length changes as small as a hundredth of a pro-
ton diameter over the length of a football field. A future 

space-based gravitational-wave observatory named LISA 
(Laser Interferometer in Space Antenna) would be even more 
sensitive.

Cold and fast
Where is the coldest place in the universe? Boulder, Colo-
rado. That’s not just the punchline of a joke about weather on 
the Front Range. The low-temperature record for any macro-
scopic object is held by atomic ­Bose–­Einstein condensates at 
about one billionth of 1 K, far colder than the 2.7-K cosmic 
background temperature of deep space.

Scientists investigating ultracold atoms captured two of 
the past decade’s Nobel Prizes, and the field itself was the 
most spectacularly successful research area in atomic, molec-
ular, and optical physics over the period. Meanwhile, ultra- 
cold atoms are beginning to have important research and 
technological applications. For example, ultracold atoms 
form the inner workings of the highest-accuracy atomic 
clocks, such as the NIST-F1 atomic fountain clock, which 
are partly responsible for the advances in precision time 
measurements.

Quantum interferometers. Interferometry and ultracold 
gases come together in a revolutionary combination to im-
prove the sensitivity of interferometers by replacing the light 
waves with quantum matter waves. ­Matter-­wave interferom-
eters could provide huge improvements in the accuracy of 
navigational systems and systems that measure changes in 
local gravity. Right now, for example, gravimeters based on 
laser interferometers that suspend mirrors as test masses are 
used to explore local gravity anomalies on Earth. The tech-
nology has found applications in oil exploration and other 
endeavors. In quantum ­matter-­wave interferometers, the 
acceleration of gravity is applied not to the mirror but to the 
wave itself. These types of interferometers would so greatly 
extend the sensitivity of gravimeters that it would be possible 
to detect tiny underground nonuniformities in Earth’s grav-
ity from airborne laboratories.

Ultracold gases are a new arena for quantum control as 
well. They have been used to simulate some of the quantum 
­many-­body physics in condensed matter systems. They can 
be confined to one or two dimensions and can be controlled 
to mimic periodic structures of crystalline solids. The ap-
proach has led to a new research field of quantum simulators, 
which is beginning to attract attention from the ­solid-­state 
physics community.

The next superpower. Lasers, already the brightest lights 
on Earth, will reach peak powers beyond a quadrillion 
watts in the next decade. That’s more power concentrated in 
the peak of a high-powered laser pulse—if only for a few 
femtoseconds—than is consumed by all the nations on 
Earth. That capability will bring to the laboratory bench the 
plasma conditions that exist in stellar interiors, and high- 
energy-density physics is poised to make great advances 
because of it. High-powered lasers also produce very large 
field gradients that can be used to accelerate particles; that 
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approach to particle acceleration will be yet another active 
research field in the coming decade.

A new kind of high-powered laser is about to switch on 
for the first time: The x-ray free-electron lasers under con-
struction in the US, Europe, and Asia, which will be about 
a billion times brighter than any other source operating in 
the x-ray region, represent a merging of the most advanced 
technical capabilities of high-energy particle accelerators 
and x-ray light and laser sources. They derive their energy 
from relativistic electrons compressed to femtosecond 
bunches in linear accelerators. The x-ray bursts from such 
lasers are expected to be brief enough to capture motion on 
the atomic scale in molecules and bright enough to record 
an image of a biological molecule like a virus or a protein 
(see the figure). The first x-ray FEL is scheduled to start 
operations at SLAC in 2009. International teams have al-

ready assembled to plan research on these revolutionary 
machines.

Ultra-ultrafast pulses. Ordinary molecules at room tem-
perature rotate in picoseconds; they vibrate and collide in 
femtoseconds. Thus, much can be learned from femtosec-
ond lasers that excite or probe matter. The 1999 Nobel Prize 
in Chemistry recognized achievements in this fast-moving 
field (see Physics Today, December 1999, page 19). Subpico-
second lasers are now commercially available and ultrafast 
pump–probe techniques have become routine. I’ve already 
mentioned the contributions of ultrafast lasers to precision 
measurements, but there is much more to the rapidly ex-
panding field.

One of the most intriguing challenges for the future is 
to push for still-shorter pulse durations. In the past few 
years new sources have produced pulses shorter than one 

xDetector 1

Protein molecule

X-ray beam from 
linac coherent 
light source

X-ray diffraction pattern

xDetector 2

The linac coherent light source, a free-electron laser under construction at SLAC, will emit femtosecond pulses a billion times 
brighter than any other existing x-ray source once it begins operating in 2009. The schematic here pictures the diffraction from a 
protein molecule that falls through the beam. Scientists will merge a series of diffraction patterns of the molecule in many different 
positions. The resulting three-dimensional reconstruction will reveal the structures of proteins that cannot be crystallized and 
studied any other way.
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 femtosecond—an achievement that heralds the age of att o-
second science. Just as femtosecond pulses are ideal tools 
for exploring atomic motion in molecules, att osecond pulses 
go one step further and can be used to explore electron mo-
tion within atoms. Electron motion creates and destroys 
bonds, the physical basis for chemistry and materials sci-
ence. The new capabilities are likely to produce new phys-
ical insights.

Subfemtosecond pulses are already being used in atomic 
physics. The rearrangement of electrons in atoms following 
the excitation of a  core- level electron is known to take place 
at very short time scales, often under one femtosecond. The 
inaugural experiments with att osecond pulses observed 
that process three years ago (see PHYSICS TODAY, April 2003, 
page 27).

Learning from the quantum world. New advances in op-
tical pulse shaping enable the generation of light pulses whose 
shape, polarization, intensity, and frequency can all be con-
trolled at will. Such total control of light can be translated into 
 near- total control of the quantum state of a molecule. Many 
examples now exist of  mode- selective chemistry, in which op-
tical pulses are tailored to push a chemical reaction to favor 
one product or another, simply by changing the pulse shape. 
The search for pulse shapes that can control reactions to favor 
the rare over the common can proceed via computer control 

in learning feedback systems. Those systems are capable of 
producing hundreds of diff erent pulse shapes per second, 
performing similar experiments with each one, and analyzing 
and ranking the results (see the article by Ian Walmsley and 
Herschel Rabitz , PHYSICS TODAY, August 2003, page 43).

There are many more examples in which lasers are used 
to control the quantum world. Quantum computing, pho-
tonic crystals, quantum cryptography, and  negative- index 
materials are each new, rapidly growing fi elds with tremen-
dous potential to expand science. Some of those areas may 
even transform society, just as the laser itself has done. Cer-
tainly the new research areas that explore control of the 
quantum world are experiencing a decade of rapid prog-
ress. As Yogi said, predictions about the future may be dif-
fi cult; but the general prediction that much rich research in 
quantum control lies ahead seems a safe bet.

This essay is adapted from a talk given at the 75th- anniversary 
celebration of the American Institute of Physics in May 2006.
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The quantum computing stack is everything that lies be-
tween a user and the physical qubits. The stack needs to 
perform essential functions; for instance, it must facilitate 
user interaction, turn inputs into hardware manipulation, 
and correct for numerous error sources. (For more about 
quantum architectures, see the article by Anne Matsuura, 
Sonika Johri, and Justin Hogaboam, Physics Today, March 
2019, page 40.) There’s no one right way to divide those tasks 
into discrete levels, though, and researchers and technology 
companies are still pursuing different visions for future 
quantum architectures.

On page 28 of Physics Today’s March 2021 issue, Harrison 
Ball, Michael Biercuk, and Michael Hush present the quan-
tum computing stack proposed by Q-CTRL, the quantum 
technology company founded by Biercuk. The authors ex-
plain in detail how the functionality of a quantum firmware 
layer—one component of a quantum computer—is critical 
for managing qubit errors. Here we explain what happens in 
the rest of the layers of a quantum computer.

Qubit hardware
Classical computers store information as bits that each take 
a value of 0 or 1. Underlying those bits are field-effect tran-

sistors that act as switches; each can take a value of either 0 
or 1 depending on whether the switch is on or off. At the most 
basic level, everything a computer does—save information, 
execute calculations, run programs—is just manipulating the 
values of those billions of bits with small electrical voltages.

Quantum computers instead rely on qubits that can be in 
one of two states, ∣0〉 or ∣1〉, or a linear superposition of those 
two states, ∣ψ〉 = α∣0〉 + β∣1〉, in which the coefficients α and β 
are related to the probability of finding the qubit in each state.

Why is it useful for qubits to exist in a superposition of 
states? It comes down to how much information you can store 
in n independent bits compared with the same number of 
qubits that are linked through entanglement—a phenomenon 
that cannot be described by classical physics.

Each classical bit requires only one value to describe whether 
it’s on or off, so n bits represent n binary digits. At first glance it 
may seem like qubits would have 2n numbers akin to those 
binary digits because each has two coefficients, α and β. But the 
advantage can be even bigger than that; describing a quantum 
state made of n qubits can require up to 2n coefficients.

Consider, for example, a three-qubit system. Each qubit 
can be in the state ∣0〉 or ∣1〉, so there are eight possible states 
that the system could be measured in—and eight coefficients 

Christine Middleton 
is a senior editor at 
Physics Today.

Many layers lie between everyday users and the delicate, 

error-prone hardware they manipulate.

What’s under the hood of 
a quantum computer?

Christine Middleton

W
hen most people sit down at their computers to work, they’re thinking about all the things 
they need to get done; far from mind is any consideration of how their keystrokes and 
mouse clicks are translated into logic operations and electrical signals. That separation 
between hardware and user interface is the product of decades of development. Now 
quantum computer developers are navigating similar terrain.

FROM THE ARCHIVES
MARCH 2021
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describing the probability of each state. The more qubits in a 
system, the bigger the informational advantage over classical 
bits. Taking advantage of that huge computation space is no 
mean feat, though; writing algorithms that benefit from qubit 
properties is a challenge because, although computations 
may manipulate 2n parameters, they output just n values—
the final qubit states. (For more on that, see the section on 
quantum algorithms on page 61.)

Whereas classical computing has largely settled on one 
type of bit hardware, qubits still come in many varieties. Any 
two-level quantum system—a nuclear spin, a photon’s polar-
ization, or a quantum dot’s spin, to name a few—can be used 
as a qubit. The usefulness of a particular system, however, 
depends on things such as how easily the qubits are to ma-
nipulate and entangle, how long they remain in desired 
quantum states, and how prone they are to having their states 
destroyed by outside noise.

One popular example of qubit hardware implementation 
is trapped-ion qubits. In those designs, charged particles are 
confined by electromagnetic traps, and a valence electron 
moving between two states acts as the qubit. Hyperfine tran-
sitions in neutral atoms can serve the same function (see the 
article by David Weiss and Mark Saffman, Physics Today, July 

2017, page 44), as can electron spin-flips in quantum dots 
(see the article by Lieven Vandersypen and Mark Eriksson, 
Physics Today, August 2019, page 38).

Some of the most well-known quantum computers, in-
cluding those from IBM and Google, rely on superconducting 
transmon qubits. Transmons are superconducting islands of 
charge in which the difference between ∣0〉 and ∣1〉 is the 
presence of an additional Cooper pair of bound electrons.

Quantum firmware
Qubits are prone to errors. All sorts of environmental factors—
thermal fluctuations, electromagnetic radiation, magnetic 
fields—can knock a qubit out of its intended state. That deg-
radation of information is known as decoherence and can 
occur in a fraction of a second. Despite the use of refrigeration 
to reduce thermal fluctuations, decoherence eventually creeps 
in and produces hardware errors, like accidentally flipping a 
qubit’s state from ∣0〉 to ∣1〉. (The commonly used refrigeration 
systems, like the one shown above from IBM, are what many 
people picture when they imagine a quantum computer.) The 
number of operations that can be performed with a qubit is 
limited by the qubit’s decoherence time. Moreover, every set 
of qubit hardware has its own unique deviations from ideal 

A REFRIGERATION SYSTEM houses an IBM Q System One quantum computer. (Photo from IBM.)

pt_Middleton0125.indd   59pt_Middleton0125.indd   59 12/16/24   12:28 PM12/16/24   12:28 PM

https://doi.org/10.1063/PT.3.3626
https://doi.org/10.1063/PT.3.3626
https://doi.org/10.1063/PT.3.4270


60  PHYSICS TODAY | JANUARY 2025

INSIDE QUANTUM COMPUTERS

performance (see the article by Ian Walmsley and Herschel 
Rabitz, Physics Today, August 2003, page 43).

But higher levels in the quantum computing stack can’t be 
expected to account for such system-to-system variation; a 
programmer needs to be able to request that an operation be 
performed without knowing about the underlying hard-
ware’s quirks. (Imagine if every computer required person-
alized software!)

Quantum firmware creates a virtualized version of the 
qubit hardware for the higher levels of the computing stack. It 
is focused on all the low-level quantum control tasks that can 
be used to stabilize the hardware and mitigate errors. For in-
stance, it uses information about the hardware to autonomously 
define error-resistant versions of the RF or microwave pulses 
that act on the qubits to execute quantum logic operations.

Although quantum firmware alone doesn’t solve the prob-
lem of hardware errors, it is particularly efficient at suppress-
ing slow drifts in hardware parameters such as a qubit’s 
resonant frequency; those drifts are a dirty secret of quantum 
computing hardware. That capability makes firmware a 
strong complement to quantum error correction protocols 
that are better suited to dealing with stochastic errors.

For more on the quantum firmware layer, see the Physics 
Today article by Ball, Biercuk, and Hush referred to earlier.

Hardware-aware quantum compiler
In classical computers, compilers take higher-level instruc-
tions for tasks that need to be completed and translate those 
instructions into a series of operations that are performed 

using the underlying hardware. The same thing happens in 
a quantum computer.

The hardware-aware quantum compiler, also known as a 
transpiler, is responsible for figuring out how to complete a 
set of logic operations in a manner that accounts for the phys-
ical connections between qubits. Although physical qubits 
can’t easily be moved, the states of two qubits can be swapped 
for an effective rearrangement. The transpiler works out how 
to implement an arbitrary operation between qubits given the 
hardware constraints, such as which qubits are directly con-
nected to each other. It also decides which qubits to use for 
each operation—for instance, if a particular qubit is known 
to be faulty, information might need to be routed around it.

In the current era of quantum computing, the hardware- 
aware compiler is the only compiler. As such, it bears the 
additional responsibility of reducing the number of quantum 
logic operations needed to execute an algorithm. Optimizing 
qubit usage in that way allows a task to be completed as 
quickly as possible, which is important given the short lives 
of qubit states.

In the future, when quantum error correction is routinely 
used, some of this responsibility will be borne by higher-level 
logical-layer compilation. The lower-level compiler will be 
tasked with translating logical-qubit operations into their 
constituent physical-qubit manipulations.

Quantum error correction
Even with quantum firmware, errors inevitably arise from 
both decoherence and imperfect qubit manipulation. Quan-
tum error correction (QEC) is designed to detect and fix those 
errors. It works by smearing information across many qubits 
in a way that protects against individual qubit failures. Each 
error-correcting group of physical qubits makes up a single 
logical qubit that can then be used in a quantum circuit. 
Amazingly, logical qubits can be designed such that even as 
the underlying qubit states decohere, the logical qubit state 
persists, in principle indefinitely.

Once a logical qubit is encoded, a complex algorithm is 
used to identify errors and apply corrections in a way that 

GOLD ELECTRODES produce a trap for charged particles in this 
ion-trap quantum computer. The electrodes are structured to 
permit microwave and laser-beam access. The entire system is 
housed in an ultrahigh-vacuum chamber. (Photo by Michael J. 
Biercuk, University of Sydney.)
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TWO QUBITS start in pure ∣0〉 states. A Hadamard gate acts on the 
first qubit and puts it in a superposition of states ∣0〉 and ∣1〉 with an 
equal probability of finding the qubit in each state. The two-qubit 
CNOT gate flips the target qubit (⊕) to ∣1〉 only if the control qubit (•) 
is in state ∣1〉, thereby producing the entangled output state shown. 
Bell states are used in, for example, quantum cryptography (see the 
article by Marcos Curty, Koji Azuma, and Hoi-Kwong Lo, Physics 
Today, March 2021, page 36).
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doesn’t lose the encoded information. (Measuring the qubits 
directly would destroy their quantum states.) A simple im-
plementation uses redundancy to provide protection; even if 
one of the qubits ends up in the wrong state, the probability 
that they’re all wrong is lower.

Correcting qubit errors with QEC is inherently resource 
intensive—some current schemes use tens of physical qubits 
per logical block—and will likely require more qubits than 
are available in existing devices to provide any real benefit. 
Accordingly, QEC is more important in the long term than it 
is for current machines. Quantum firmware aims to reduce 
the burden on QEC routines by dealing with more predict-
able noise, thereby improving QEC’s resource efficiency.

Logical-level compilation and circuit optimization
A quantum circuit is a map of the sequential logic gates that 
are applied to a series of qubits to run an algorithm. A simple 
example of a circuit that entangles two qubits in a Bell state 
is shown on the previous page.

The initial qubit states are on the left, the final states on 
the right, and between them a series of gates that indicate the 
operations performed on each qubit. The qubits represented 
in the circuit aren’t physical qubits; rather, they’re abstract 
objects known as logical qubits. One logical qubit may be 
realized using many interacting physical qubits whose hard-
ware errors are mitigated by QEC.

A single algorithm can be represented by multiple logi-
cally equivalent circuits, and the goal of circuit optimization 
is to find the one requiring the fewest operations or timesteps. 
Executing fewer operations enables the algorithm to run 
faster—an important goal for any quantum computer, whether 
or not it is using QEC.

Quantum algorithms and applications
Quantum algorithms play the same role as classical algo-
rithms: They provide step-by-step instructions for complet-
ing a computational task.

Although a regular algorithm could in principle be run on 
a quantum computer, a true quantum algorithm takes advan-
tage of the underlying hardware’s quantum nature. For exam-
ple, manipulating one qubit in a quantum computer affects the 
entire n-qubit state and each of the 2n coefficients needed to 
describe it, effectively doing that many operations in parallel. 
However, it’s not quite parallel computing. When the final 
qubit states are measured, each is either a 0 or a 1; the algo-
rithm outputs only n values rather than all 2n coefficients. (For 
more on quantum computation, see, for example, the article 
by Charles Bennett, Physics Today, October 1995, page 24.)

Given that measurement limitation, truly taking advan-
tage of a quantum computer’s huge computational space is 
tricky. The entire field of quantum algorithm development is 
devoted to figuring out how to efficiently leverage that re-
source. Some problems, like factorizing prime numbers, are 
known to be sped up by quantum algorithms. That speedup 
is reflected in the number of steps the algorithm must go 

through to arrive at an answer. Whereas the number of steps 
a conventional computer requires to factor a prime number 
scales exponentially with the size of the number, the number 
of steps for a quantum computer scales only polynomially. 
Quantum Fourier transforms are also significantly faster than 
their classical counterparts. Other tasks, such as playing 
chess, garner little to no benefit from quantum algorithms 
because the number of steps needed would still grow too 
quickly with the complexity of the problem.

A variational quantum algorithm is a compromise be-
tween classical and quantum ones. It breaks up a computa-
tion into a small quantum component and a larger classical 
optimization problem and therefore requires a much smaller 
quantum computer than, say, the quantum Fourier trans-
form. Such algorithms are promising for solving problems in 
finance, logistics, and chemistry.

User interface, QAAS, and operating system
Most people who want to use quantum computers aren’t 
going to build or even buy one—at least not anytime soon. 
To facilitate access to the limited existing quantum comput-
ing resources, companies have put together cloud-based 
infrastructures that allow remote operation. As in a classical 
computer, the highest level of the quantum computing stack 
provides the interface that users interact with.

Amazon Braket, Microsoft Azure Quantum, and Rigetti 
Quantum Cloud Services are examples of quantum-as-a-
service (QAAS) offerings. However, those companies aren’t 
necessarily providing access to their own quantum comput-
ers; rather, they connect users and computers. For example, 
Amazon Braket can connect users to resources from D-Wave, 
Rigetti, and IonQ. That approach makes quantum computers 
similar to other managed, cloud-based computational re-
sources, such as graphical processing units.

The above services can be used to write code using high-
level programming languages. The resulting algorithms 
probably wouldn’t look particularly exotic to someone with 
programming experience. For example, the open-source soft-
ware development kits Ocean (from D-Wave), Qiskit (from 
IBM), and Forest (from Rigetti) support the programming 
language Python. Languages specifically designed for quan-
tum computing include Quantum Computation Language 
(QCL), which resembles C, and Q Language, which works as 
an extension in C++. The code defines a sequence of opera-
tions that constitute a logical algorithm.� PT

THIS SHORT QISKIT ALGORITHM, akin to a “Hello, World!” 
program, initializes one qubit in the state ∣1〉. (Image from D. Koch, 
L. Wessing, P. M. Alsing, http://arxiv.org/abs/1903.04359.)
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Most of the time, an imperfect measurement tech-
nique can be blamed for any deviation from the 
actual value of the variable you are trying to ob-
serve. However, in the probabilistic world of 
quantum mechanics, the observable properties of 

a physical system are truly uncertain; identical measurements 
on the same particle will result in different values even if each 
individual measurement is perfect. The Heisenberg uncertainty 
principle states that fundamental physics will limit how small 
the uncertainty in given pairs of observables can be.

The best-known uncertainty relation places a minimum on 
the product of the uncertainties (designated by Δ) in position 
x and momentum p—namely, Δx Δp ≥ ℏ/2. Uncertainty relations 
are an aspect of quantum mechanics that is disconcertingly 
nonclassical. If, for example, a particle exists in a very specific 
location, its momentum must be highly uncertain and vice 
versa. Squeezed states are a class of quantum states that exem-
plify that kind of behavior, with a small uncertainty in one 
observable and, therefore, a large uncertainty in another.

Noisy vacuum
In addition to position and momentum, many other pairs of 
observables—for instance, the polarizations of light or the spin 
components of particles—satisfy uncertainty relations. For 
light, which can be treated as a quantum harmonic oscillator, 
the roles of position and momentum may be taken on by a pair 
of unitless observables, X1 and X2, known as quadratures. The 
uncertainties of those operators, ΔX1 and ΔX2, are governed by 
the uncertainty relation ΔX1 ΔX2 ≥ 1. In some situations, X1 and 
X2 correspond to the amplitude and phase of the electric field, 
and their uncertainties represent the amplitude noise and 
phase noise of that field.

The lowest energy state of a harmonic oscillator, called the 
ground or vacuum state, also has the minimum uncertainty 
allowed by the Heisenberg principle. Panel a of the figure, 
which represents the ground state of the electric field, shows 
the probability of measuring specific values of X1 and X2. As is 
characteristic of the ground state, measurement uncertainty is 
equally distributed between the two variables.

Such vacuum fluctuations exist everywhere, even in places 
that in a classical world would be totally dark. And they exist 
with every possible frequency, polarization, and direction of 
propagation. Their energy and field strengths are tiny, but their 

presence has several important physical consequences, includ-
ing spontaneous emission and Casimir forces, and they limit 
the precision of sensitive measurements.

Although the uncertainty principle places a minimum on 
the product of the uncertainty in pairs of observables, it doesn’t 
place any restrictions on the uncertainty in either observable 
alone. You can think of the uncertainty product pictorially as 
the area of the dark red bull’s-eye in panel a of the figure. For 
a commonly used class of states called Gaussian states, the 
minimum-product requirement means that the area for the 
state must be at least as large as the area for the ground state. 
However, a state can be squeezed as in panel b to reduce the 
uncertainty in one observable, provided a larger uncertainty in 
the conjugate variable preserves or increases the area. Today 
researchers are using squeezed states to improve some of the 
most delicate measurements ever made.

So how do you actually squeeze a state? The key to any 
squeezing technique is to create correlations between normally 
independent fluctuations; such correlations can lead to the re-
duction of noise. Today the most widely used methods for 
generating squeezed states of light rely on parametric down 
conversion, a process in which one photon is converted into two 
lower-frequency photons whose phases are correlated. Squeezed 
states of light have also been created with optomechanical sys-
tems in which the mechanical response of a resonator to radiation 
pressure is used to create correlations between the amplitude and 
phase noise of light. Uncertainty in the direction of atomic spins 
can also be squeezed via measurement of light that interacts with 
the atoms in an optical cavity. Indeed, spin squeezing has been 
realized in ensembles of cold atoms and in Bose–Einstein con-
densates, an accomplishment that could improve the stability of 
atomic clocks and the performance of atom interferometers.

Detecting spacetime ripples
Gravitational waves—whether from supernovae, spinning neu-
tron stars, or the inspirals and coalescence of compact-object 
binaries—distort spacetime. As a result, waves with frequencies 
below 10 kHz will change the length of any object they pass 
through. But the alterations are minuscule: The kilometer- 
scale interferometers currently under construction to detect 
gravitational waves, Advanced LIGO (Laser Interferometer 
Gravitational-Wave Observatory) and Advanced Virgo, will 
need to measure changes in their arm lengths of roughly 
10−20 m, five orders of magnitude less than the width of a 
proton! The large instruments, with their 40-kg mirrors and 
multikilometer-long arms, are not the sort of systems normally 
expected to exhibit quantum behavior. However, the displace-
ments they measure are so small that the uncertainties imposed 
by quantum mechanics limit their performance.

All the major Earth-based gravitational-wave interferome-
ters are variations on the Michelson interferometer; panel c of 
the figure gives a schematic diagram of the device. A laser 
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Squeezing quantum noise
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You can’t beat the Heisenberg uncertainty 
principle, but you can engineer systems so that 
most of the uncertainty is in the variable of your 
choice. Doing so can improve the precision of 
delicate measurements.
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beam is sent down two orthogonal arms by a beamsplitter and 
reflected back toward the beamsplitter, where the light from 
the two arms interferes constructively or destructively depend-
ing on the relative length of the arms. By measuring the power 
at a photodetector, one can make sensitive measurements of 
changes in the arm lengths.

Since vacuum fluctuations propagate everywhere, they 
enter a Michelson interferometer from the unused port of the 
beamsplitter, where the photodetector is located. In 1981 
Carlton Caves explained how those vacuum fluctuations cause 
the two types of quantum noise that limit the performance of 
gravitational-wave detectors: quantum radiation pressure noise, 
which results from fluctuations in the momentum imparted to 
the interferometer mirrors when light reflects off them, and shot 
noise, due to fluctuations in the amplitude of light arriving at 
the photodetector. Those distinct types of noise can be attributed 
to the uncertainties in X1 and X2. Caves suggested that the per-
formance of a gravitational-wave detector could be improved by 
substituting squeezed states for the vacuum fluctuations that 
enter from the dark port of the interferometer.

During the past decade, members of the LIGO scientific 
collaboration have created sources of squeezed vacuum states 
suitable for integration into gravitational-wave detectors. Two 
gravitational-wave detectors have already used squeezed-state 
injection to improve their sensitivity: the GEO600 detector near 
Hanover, Germany, in 2010 and the LIGO detector in Wash-
ington State in 2011 (see Physics Today, November 2011, page 
11). As depicted in panel d of the figure, the vacuum fluctua-
tions that would normally enter the interferometer are first 
reflected off a nonlinear cavity that converts the ground-state 
vacuum fluctuations to squeezed vacuum fluctuations. In both 
the GEO and LIGO experiments, the squeezing reduced shot 
noise and increased the quantum radiation pressure noise; still, 
the quantum radiation pressure noise remained well below 
other limiting noise sources in the two interferometers.

For the Advanced LIGO interferometers, however, quantum 
radiation pressure noise will dominate in the astrophysically 
important 10- to 30-Hz band, so injection of squeezed states 
that reduce shot noise would degrade the interferometers’ 
low-frequency sensitivity. For that reason, the Advanced LIGO 

instruments will include filter cavities that reduce the level 
of squeezing at low frequencies and preserve the high- 
frequency squeezing. More than 30 years after Caves made his 
proposal, squeezing combined with suitable filter cavities has 
emerged as the most practical way for Advanced LIGO to im-
prove its sensitivity.

From thought experiment to practical tool
Squeezed states were first considered almost a century ago as 
theoretical constructs illustrating one of the difficult nonclassical 
concepts of quantum mechanics: the uncertainty principle. Once 
scientists created those states in the lab, they used them to test 
fundamental ideas of quantum mechanics. Now squeezed states 
are becoming a tool to improve precision measurements, to search 
for signals from distant astrophysical events, and to demonstrate 
quantum teleportation and quantum cryptography. The coming 
years may well see the implementation of new types of squeezed 
states, new methods for generating squeezed states, and further 
applications of squeezing to solve novel problems.

I thank Lisa Barsotti, Kim Burtnyk, and Nergis Mavalvala for detailed 
comments on an earlier draft, and I acknowledge with appreciation 
NSF’s contribution toward the construction of the Laser Interferometer 
Gravitational-Wave Observatory.
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Squeezed light and interferometry. The quantum state of light can be depicted by probability distributions such as shown in  
(a) and (b). The so-called quadrature variables X1 and X2 here describe the electric field. Panel a gives the distribution of “vacuum 
fluctuations” for the ground state of the electromagnetic field; panel b gives the distribution for squeezed light. (c) The Michelson 
interferometer is the basis for Earth-based interferometers designed for detecting gravitational waves. The difference in arm lengths 
due to the passage of a gravitational wave is measured by monitoring the intensity of light on the photodetector shown at the bottom 
of the schematic. Vacuum fluctuations symbolized by the target shape enter an interferometer from the unused port (thin, red line) 
and cause quantum noise. (d) Reflections off a nonlinear cavity (inset) convert the vacuum fluctuations that would normally enter the 
interferometer to squeezed-vacuum fluctuations; the result is reduced quantum noise and improved measurement precision.
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A macroscopic qubit
How do you turn a mechanical resonator into a qubit? 
This micrograph shows the system that Yu Yang, Igor 
Kladarić, and colleagues in ETH Zürich’s Hybrid Quan-
tum Systems Group, led by Yiwen Chu, used to accom-
plish that task. Sandwiched between two clear, rect-
angular sapphire crystals, each 400 µm thick, is a 
super conducting qubit that is formed from two narrowly 
separated rectangles of aluminum. An antenna couples 
the qubit to a dome of piezoelectric aluminum nitride 
(at bottom, 400 µm in diameter) that converts electrical 
signals from the superconducting qubit into resonant 
vibrations in the upper sapphire crystal, which acts as a 
mechanical resonator. The team used that configura-
tion in 2023 to generate a quantum  superposition—a 
so- called cat state, after Erwin Schrödinger’s famous 
thought  experiment— in a mechanical resonator. (See 
Physics Today, July 2023, page 16.) Researchers detected 
two oscillations, or phonon modes, with opposite 
phases in the upper sapphire crystal’s atoms. 

But superposed states alone do not constitute a 
qubit, which has only two states participating in the 
superposition. Because the mechanical resonator be-
haves like a harmonic oscillator, the energy levels are all 
evenly spaced. As a result, the system could easily move 
between multiple phonon states. But by designing the 
superconducting qubit with a resonant frequency that’s 
slightly offset from the mechanical resonator’s, the re-
searchers induced variations in energy spacing that 
enabled them to isolate two energy states and thus 
make the resonator a qubit. (See “Qubits enter the me-
chanical world,” Physics Today online, 19 November 2024.) 
A single resonator can host hundreds of phonon modes, 
and the researchers hope that the system eventually can 
be used to build a quantum circuit with hundreds of 
qubits on just one chip. (Y. Yang et al., Science 386, 783, 
2024; image courtesy of Yu Yang.) � —lf
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